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§ 1. INTRODUCTION AND PRELIMINARIES. The object of this 

paper is to give a simpler approach to the following theorem (this theorem 

namely Theorem 10 ofXVJIII5l constitutes the main theorem on Balasubramanian­

Ramachandra functions arising out of the works III[ll, IVI2l, Vl6l, VII3l due 

toR. Balasubramanian and K. Ramachandra). 

THEOREM 1. (R. BALASUBRAMANIAN AND. K. RAMACHANDRA) 
(i) Let An(n = 1, 2, 3, · · -) be an increasing .~equence of positive real numbers 

such that An+! - An is bounded both above and below. This sequence will be 

further restricted by the condition (vii) or (viii) as the case may be. (J will 

denote a real constant. 

Let / ( x) and g ( x) be posit_ive real valued functions defined in x ~ 0, sat· 
isfying 

(ii) f(x)x 11 is monotonic increasing and f(x)x-"~ is monotonic decreasing 

for every fixed"'> 0 and all x 2: xo('f/). 

(iii) lim (g(x)x- 1) = 1. 
.t'-too, 

(iv) g(x) i8 differentiable once for x 2: 0 and g'(x) lies between two posi· 

tive constants. Also g(x) is twice differentiable for x >-: x0 <Ind (g'(x)) 2 -

g(x)g"(x) lies between two positive consi.ants jor x .~:Co. 
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Let {a.,.} and {b.,.}(n = 1, 2, 3, · ·-) be two sequences of complex numbers 
having the following properties 

(•·) 1 b.,. l (f(n))- 1 lies between two positive constants (for all integers n ~ no) 

and (L I a.,. /2)x-1 does not exceed a positive constant for all x ~ 1. 
n$:r 

(vi) For all x ~ 1, L I b,.+l- b, I< f(x). 
:r<n<2:r 

We next assume-that {a.,.} and {b.,.} ::;atisfy at le.!!st one of the following 

conditions. We set An= g(n). 

(vii) MONOTONICITY CONDITION. There exists an arithmetic pro­

gres$ion A ( l)j natural numbers) such that 

,}~~ (x-tl:'a,.)' = h ({} <\ h \< oo), 
n$:r 

where the accent denotes the restriction of n to A. Also for every positive 

constant v we have I b11 I A;;-" is monotonic decreasing for all n(2': no) in A. 

(viii) REAL PART CONDITION. There exists an arithmetic progres­

sion A (of natural numbers) such that 

and 

where the accent denotes the restriction of n to A. 

(ix) Finally let { a.,.}(n ::=: 1, 2, 3, · · ·) be a sequence of real numbers such 

that I a.,. I does not exceed a small positive constant (depending on other 

constants). We suppose that the series 

00 

F(s) =Ea.,. b.,.e2"in8(An + a.,.)-• (Res~ 2) 
n=l 
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can be continued analytically in ( u ~ ~ ·- 15, T - log T ~ t ~ 2T + log T) 

(where 15 is a positive constant) and there log max(! F(s) I +100) ~log T. 

As usual we have written s = u +it. 

Then on every line segment (u = ! - 64, T ~ t ~ 2T), (64 being any 

constant with 0 < 64 < 6) there are~ T(loglog T)-1 well-spaced Titchmarsh 

points with the lotver bound~ T 5• f(T) for I F(s) I . If further 

1 i2T+..;t;iT 1 
-T I F( -2 - 64 +it) 12 dt ~ T 26•(J(T)) 2 

T-..jloiT 

for every constant 64 (with 0 < 64 ~ 6), then there are ~ T well-spaced 

Titchmarsh points on every line segment ( u = ~ - 64 , T ~ t ~ 2T) with the 

lower bound~ T 6• f(T) for I F(sJ I . 
In other words there exist real numbers t1, t2, · · ·, tr (with r ~ T(loglog T)-1 

and r ~ T respectively in the two cases) such that T ~ . ti ~ 2T(j ::; , 

1, 2, · · ·, r), the minimum of I ti- ti' I taken over all pairs (j, j') with j # j' 
is bounded below and further 

1 F( ~- 6" + itiJ ~~ ra• J(TJ. 
2 

The proof of this theorem depends on the following two lemmas. 

LEMMA i (va.n-der-CORPUT). If !l(x) is real and twice differentiable 

and 0 < 1'2 ~ f~'(x) ~ h'l'2 (or 1'2 ~ - f~'(x) ~ h'l'2 ) throughout the interval 
[a, b], and b ~ a+ 1, then 

L Exp(27rifi(n)) = O(h'(b- a)pt) + 0(1';!). 
<><n~b 

REMARK. This result is Theorem 5.9 on page 104 of [8], with a slight 
change of n,otation. 

LEMMA 2 (H.L. MONTGOMERY AND R.C. VAUGHAN). If iAn} is 

any increasing sequence of real numbers and {A .. } and {B .. } are any two 
sequences of complex numbers, then 
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where 5n = min I An - Am I cu~d /( is a numerical constant. 
m#n 

REMARK. We need only a special case of this result where ..\,.+1 - ..\,.lies 

between two positive constants (and so the same is true of n5,.). For the 

proof in this special case a.nd also for a. reference to the paper of Montgomery 

and Vaughan see (7}. 

§ 2. SOME MORE LEMMAS. 

LEMMA 3. Let y > 0, w = u + iv, R(w) = Exp((Sin 1~)2), and 

1 1 · dw ~(y) = -2 . ywR(w)-. 
11'~ u=2 W 

Then for I u 15 3 we haue I R(w) ~~ (Ezp Exp I I~ n-t. Consequently 

~(y) = 1 + O(y-2 ) and also ~(y) = O(y2). 

PROOF. By trivial computation (and moving the line of integration to 

u = -2 and u = 2 respectively). 

A will denote the arithmetic progression consisting of a.n infinite subset 

of natural numbers. Let .>.(O < >. < 1) be a. constant. We put X = T>. (later 

we will choose >. to be a small constant) . S will denote the set An [!X, X). 

All our 0-constants and the constants implied by the Vinogradov symbols 

~ and ~ will be independent of>.. 

LEMMA 4. ForT ~ t $ 2T, we have, 

I EExp(-211'in9+ it log g(n)) I~ TL 
nES 

PROOF. Noting that the second derivative of -21rxfJ + t log g(x) is 

t((g'(x)) 2 - g(x)g"(x))(g(x))-2 the lemma follows by Lemma. l. 

LEMMA 5. ForT $ t 5 2T, we have 

I Eb,.Exp( -21rin8 +it log g(n)) I~ Tt f(X). 
nES 

PROOf. The proof follows by partial summation (from Lemma. 4) on using 

E I bn+t - b,. I~ f(x) for all x ~ 1. 
x$n$2"' 
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Next we put. g(n) = .\,.. We consider the case a,. = 0 first. Our object 

is to obtain a. good lower bound for the LHS of (2) below. 

LEMMA 6. For s = ! - 6 + it, T $ t $ 2T, put 

Then 
1 rT 
T JT I Fx(s) I dt ~ (TlJ(X))- 1 I I I, 

I= fzT Fx(s)Eii,.E~p(-21Tin9+itlog.\,.)dt. 
jT nES 

PROOF. Follows from Lemma. 5. 

LEMMA 7. We have, 

where 
I 00 . X 

J = (JtJz)'i.Jt = L I a,.b,. 12 n26 (~(,\,.))2 
n=l 

and 

h = L: n I b,. 1
2 

• 

ne[tx.x] 

PROOF. Follows from Lemma. 2. 

LEMMA 8. We have 

and 

(2) 

(3) 

(4) 

(5) 

(8) 

P:Q.OOF. Follows from ~(y) = 1 + O(y-2} = O(y2) a.nd also from (ii)· of 
Theorem 1. 
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LEMMA 9. Let 

Then 

I= rEo+ O(X~+5(f(X))2) 

PROOF. Follows from Lemmas 7 and 8. 

LEMMA 10. Under monotonicity condition, we have, 

PROOF. We· write 
]. ""' . ' h - L... an= +ex 
X nE.A,n:Sx 

K. Rama.chandra. 

(9) 

(10) 

(11) 

where e, ~ 0 as x ~ oo. We obtain the result by the monotonicity of 
Ibn 12 ~t+to. 

LEMMA 11. Under the real part condition, .we have, 

(12) 

PROOF. Follows since the contribution from those an with Re an < 0 is 

of a. smaller order. 

LEMMA 12. We have 

(13) 

where C1 and C2 are positive constants independent of~ -

PROOF. Follows from Lemma 7 to 11. 

LEMMA 13. We have, with s = ~ -o+it,X = T~, where~(> 0) is some 

fixed small constant, the inequality 

1 rT 
T JT I Fx(s) l clt > T6 

f(T). {14) 
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PROOF. RHS of (13) is 

( CtTJHA~+"- CzTh~H) (f(XW. 

Using (ii) it follows that f(X)X- 1 ~ !(T)T-1 and so f(X) ~ Af(T). 

Lemma 13 follows on fixing >. to be a small positive constant. 

LEMMA 14. Let now Y = T>.' where >.'(0 < >.' < >.) is a small constant. 

We have 
1 rT 
T JT I Fy(s) I dt S: f/01'0 

f(T), (15) 

where 11o depends on >.' and is small enough if >.' is small. 

PROOF. Note that 

~ hzT I Fy(s) 12 dt ~ yz"{f{Y))2 

and that here RHS is S: Y8 (Y~" f(Y)) 2 S: (>.')" 1'20 (!(1')) 2• Lemma 14 

follows from this on using HOlder's inequality. 

LEMMA 15. We have, with X= T>., Y = T>.' where>. is as before and 

>.'(0 < >.' < >.) is fixed to be a sufficiently small constant, the inequality 

1 rT 
T JT I Fx(s)- Fy(s) I dt :> r" f(T). (16) 

PROOF. Follows from Lemma 13and 14. 

From now on we fix the positive constants >. and >.' so that (16) is 

satisfied. 

LEMMA 16. Now let On be real and let I On I be bounded above by a small 

positive constant. Then with s = t - o + it, X = 1' >., Y = T >.' we have 

( Ll en~ OJ -Ll (An: OJ) I dt :> T
8 
f(T). (17) 
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PROOF. We split the infimte seri~; on the LHS of (17) to be !:1 with 

n S TA" (where A"(> 0) is a small constant) and !:2 the rest. Clearly (by 

Lemma 2) 

and also in !:2 using 

(An+an)-· ( ~ (>..n ~ aJ- ~en: aJ}-A;• c~ (f)-~(:)) 

= 1C!" ddk (<-'n + k)-· ( ~ c.n: k)- ~ (_xn: k))) dk 

and Lemma 2 we a.re led to Lemma. 16. (For details see page 173 of XIV141). 

LEMMA 17. We have, with an as in Lemma 16, 

1 ~2T oo T ll)nbnExp(21TinO)(An + an)-• 
T n=l 

(~ ( X ) - ~ ( y )) 12 dt <t: 1'2&(/(TW. (18) 
An +on An +an 

PROOF. Follows from Lemma 2. 

THEOREM 2. Denote by G(s) the infinite series in the LHS of (1~} . 

Then there are real numbers t 1 , t 2 , • · · , tr as in Theorem 1 with r ~ T and 

(19) 

PROOF. Divide the interval [T, 2T] (of integration) on the LHS of (17) into 

abutting intervals of length 1, ignoring a bit at one end. Ignore the integrals 

over intervals of length 1 which do not exceed a small (positive) constant 

times T 6 f(T). Now apply Holder's inequality for the rest and apply Lemm~ . 

17. We ob\a.in (19). 

THEOREM 3. We have 

1 J2T+yloiT 1 - IF(-...:8+it)jdt~T6j(T). 
T T-yloiT 2 

(20) 
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PROOF. Foilows from Lemma 16 on writing G(11) as a line integral over 

u = 2 and moving the line of integration to u = 0 using saitable horizontal 

connecting lines. 

§ j_ COMPLETION OF THE PROOF OF THEOltEM 1. Using the 

mean square upper bound for I F(s) I and also Theorem 3, we can obtain 

(as in the proof of Theorem 2) real nu~bers tt. t2, · · ·, tr as in Theorem 1 

with r ~ T and 

IF(~-{,+ it;) I~ T 6 f(T). 

NeXt we use Theorem 2. Out of the numbers t 1, • • ·, tr we can omit a min­

imal number of them and obtain numbers Tt, · · · , Tr• such that 

r' ~ T(loglog T)- 1 , I Tj- Tj• I~ log log T for all pairs (j, j') with j =/= j' and 

1 . 
1 a(2 - o + ir3) 1~ r• t(T). 

Now writing G(s) as a line integral over u = 2 and moving the line of 

integration to u = 0 using suitable connecting horizontal lines. We thus 

obtain points rf, · · ·, r;, with 

I F( ~ - 6 + irj) I~ T 6 f(T) (j = 1, 2, · · ·, r'). 

This proves Theorem 1 cmp.pletely. 
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