
Hardy-Ramanujan Journal
Vol. 33 (2010) pp. 23–31

AN ESTIMATE FOR THE MELLIN
TRANSFORM OF HARDY’S FUNCTION

Matti Jutila

1. Introduction

Let
Z(t) = ≥(

1
2

+ it)¬(
1
2

+ it)°1/2

be Hardy’s function with ¬(s) = 2sºs°1 sin( 1

2

sº)°(1° s) as in the functional equa-
tion ≥(s) = ¬(s)≥(1°s) for Riemann’s zeta-function, and define the modified Mellin
transform

M(s) =
Z 1

1

Z(x)x°s dx, æ > 1.

This can be analytically continued to an entire function, as shown in [5] as a con-
sequence of the fact that (21°w ° 1)≥(w) is an entire function. In fact, M(s)
is related to this function with w = 2s ° 1

2

. Thus, it is to be expected that
|M(s)| should be comparable with |≥(2s ° 1

2

)| in some s-domain, in particular
M( 1

2

+ it) ø (|t| + 1)1/6+". Indeed, this is a special case of the following theorem
which is a sharpening of Theorem 4 of [3].

Theorem. Let æ
1

and æ
2

be fixed numbers such that

1

4

< æ
1

< æ
2

. Then for

æ
1

∑ æ ∑ æ
2

and any fixed " > 0 we have

(1.1) M(æ + it)ø ø5/6°(4/3)æ+" + ø2/3°æ + ø°1,

where ø = max(|t|, 1).

2. A decomposition of M(s)

Following the argument in [4], define

f(s, w) = ≥(w)¬(w)°1/2

√
°

µ
w ° 1

2

∂
2

!°s/2

,

and note that for s = æ + it with æ > 1 we have

M(s) = °i

Z
1/2+i1

1/2+i

f(s, w) dw.
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We suppose for a moment that æ > 3

2

and restrict t to an interval T < t < 2T
with T su±ciently large. Note that (1.1) holds for smaller values of t since M(s)
is entire. We move the integration to the contour C

1

[ C
2

[ C
3

with

C
1

= [
1
2

+ i,
1
2

+T 2i], C
2

= [
1
2

+T 2i, 1+ ± +T 2i], C
3

= [1+ ± +T 2i, 1+ ± +1i],

where ± is a small positive constant. We may suppose that ± < æ
1

° 1

4

. The meaning
of ± will be fixed in the sequel, whereas " will stand generally for small constants,
not necessarily the same at each occurrence. Let M

i

(s) be the integral over C
i

.
The functions M

1

(s) and M
2

(s) are entire by definition, and therefore M
3

(s) is
entire as well since M(s) is entire. We need estimates for the M

i

(s) in the domain

D = {æ + it | æ
1

< æ < æ
2

, T < t < 2T}.

The condition æ > 3

2

was imposed to guarantee the convergence of the integral
M

3

(s). However, we are going to decompose M
3

(s) into parts which are holo-
morphic in D, and therefore the definition of M

3

(s) will make sense as such in D
without any analytic continuation.

To begin with, we simplify the integrand. Writing w = u + ix, we have
(2.1)

f(s, w) = ≥(u + ix)¬(u + ix)°1/2x°s

√
1°

µ
u° 1

2

∂
2i

x
°

µ
u° 1

2

∂
2 1

x2

!°s/2

.

Recall the approximation (see [2], eq. (1.25))

(2.2) ¬(a + ix) = ¬
0

(a + ix)(1 + O(x°1))

with

(2.3) ¬
0

(a + ix) = (2º/x)a+ix°1/2ei(x+º/4),

where a is bounded and x ∏ x
0

> 0. Then, using a standard estimate for the
zeta-function, we see that

(2.4) M
2

(s)ø T 1/2°2æ+±.

Turning to the estimation of M
1

(s) and M
3

(s), we show next that ¬(w) can be
replaced by ¬

0

(w) in the respective integrand. In the case of M
1

(s), note that for
s 2 D we have

Z
T

2

1

≥(
1
2

+ ix)
µ

¬(
1
2

+ ix)°1/2 ° ¬
0

(
1
2

+ ix)°1/2

∂
x°s dxø T 1°2æ log2 T + T°1,

which is an admissible error term since 1 ° 2æ < 5

6

° 4

3

æ for æ > 1

4

. To verify
this, integrate by parts with respect to the factor x°s, applying (2.2) together its
diÆerentiated version

¬0(a + ix) = ¬0
0

(a + ix)(1 + O(x°1))
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which follows from (2.2) and (2.3) by Cauchy’s integral formula. Also, a straight-
forward estimation shows that ¬ can be replaced by ¬

0

in M
3

(s) with an error
ø T 1/2+±°2æ.

We simplify the integrand of M
3

(s) still a bit. The factor (· · · )°s/2 in (2.1) is

1 + isx°1(u° 1
2
) + O(Tx°2).

The contribution of the error term to M
3

(s) is ø T°1/2°2æ+±. The second term
gives sM̃

3

(s + 1), up to a constant factor, where M̃
3

(s) denotes a modification of
M

3

(s) with f(s, w) = f(s, u + ix) replaced by

f
0

(s, w) = ≥(w)¬
0

(w)°1/2x°s.

We are going to see that the estimate (1.1) with the term ø°1 omitted holds for
M̃

3

(s), and therefore sM̃
3

(s+1) is of the desired order. Hence, all in all, it remains
to estimate M̃

3

(s) instead of M
3

(s), and for simplicity we denote M̃
3

(s) again by
M

3

(s).
The zeta-factor ≥(w) = ≥(u + ix) will be written in terms of summands n°u°ix

(approximately in M
1

(s) and precisely in M
3

(s)) and therefore M
1

(s) and M
3

(s)
amount to integrals of the function

x°aei'(x,n)

with a = æ or a = æ ° 1

4

° 1

2

± and

(2.5) '(x, n) =
1
2
x log(x/2º)° x/2° x log n° t log x.

We keep s fixed for a moment and ignore the t-dependence in the notation. These
exponential integrals will be treated by standard methods: the saddle point method
and the first or second derivative tests. The condition for the saddle point x

0

=
x

0

(n) is '
x

(x
0

(n), n) = 0, that is

(2.6) log(x
0

/2ºn2) = 2t/x
0

.

Note that

(2.7) ei'(2ºn

2
,n) = (°1)n(2ºn2)°it.

The equation (2.6) has a unique positive solution x
0

. The functions x
0

(n) and

(2.8) √(n) = '(x
0

(n), n),

which occur in connection with the saddle point method, will be discussed in the
next section, in addition to some results of general nature.
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3. Lemmas

There are various versions of the saddle point method in literature; the following
(see [6], p. 71) su±ces for our purposes.

Lemma 1. Suppose that the functions f(x) and g(x) defined on the interval [a, b]
satisfy the following conditions: f(x) is real-valued; f (4)(x) and g00(x) are contin-

uous; there exist numbers H, U , and A such that H > 0, A < U , 0 < b ° a ∑ U ,

and

(3.1) A°1 ø f 00(x)ø A°1, f (3)(x)ø A°1U°1, f (4)(x)ø A°1U°2,

(3.2) g(x)ø H, g0(x)ø HU°1, g00(x)ø HU°2.

Suppose, moreover, that f 0(c) = 0 for c 2 [a, b]. Then

(3.3)
Z

b

a

g(x)e2ºif(x)

dx = eºi/4

g(c)e2ºif(c)

p
f 00(c)

+ O(HAU°1)+

+O
≥
H min

≥
|f 0(a)|°1,

p
A

¥¥
+ O

≥
H min

≥
|f 0(b)|°1,

p
A

¥¥
.

If the saddle point c does not exist but the other conditions are satisfied, then (3.3)

holds with the first two terms on the right omitted.

In [6], this lemma was formulated under the assumption that a saddle point
really exists. Otherwise, one may use simply the first or second derivative test (say
in the form of Lemmas 5.1.2 and 5.1.3 in [1]) to verify the last mentioned assertion.

Lemma 2. Let x
0

= x
0

(n) and √(n) be defined by (2.6) and (2.8). Then

(3.4) x
0

(n) ∏ 2ºn2,

(3.5) max(n2, t/ log t)ø x
0

(n)ø t for nø
p

t,

and

(3.6) x
0

(n) = 2ºn2 + 2tP (
t

n2

) for n¿
p

t,

where P (x) = 1+a
1

x+. . . is a power series converging in a certain interval |x| < r,
for some positive constant r. Also,

(3.7) x0
0

(n) =
µ

1 +
2t

x
0

∂°1 2x
0

n
,

(3.8) √0(n) = °x
0

(n)
n

,

(3.9) √000(n) = °
µ

4x3

0

+ 16t2x
0

(x
0

+ 2t)3

∂
t

n3

.
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If n¿
p

t, then

(3.10)
d

dn
(√(n) + ºn2) = °2t

n
P (

t

n2

) ≥ t

n
,

(3.11)
d2

dn2

(√(n) + ºn2) =
2t
n2

Q(
t

n2

) ≥ t

n2

,

where Q(x) with Q(0) 6= 0 is a power series converging for |x| < r.

Proof. The inequality (3.4) follows immediately from (2.6). Also, (3.5) follows
easily from (2.6) if we write it as

log(t/2ºn2) = 2t/x
0

+ log(t/x
0

).

For a proof of (3.6), consider the function y = y(x) defined implicitly by the
equation

(3.12) yexy ° 1 = 0

with y(0) = 1. By the implicit function theorem, y can be solved uniquely in a
certain interval |x| < r, where it can be written as a power series y(x) = P

0

(x) =
1°x+ 3

2

x2+· · · . Now, writing (2.6) in the form (3.12) with y = 2ºn2/x
0

, x = t/ºn2,
we see that

2ºn2/x
0

= P
0

(t/ºn2)

if t/n2 is su±ciently small. Hence, taking inverses, we have

x
0

2ºn2

= 1 +
t

ºn2

° 1
2
(

t

ºn2

)2 + · · · ,

and (3.6) follows.
An implicit diÆerentiation of the formula (2.6) gives (3.7). Likewise, diÆeren-

tiation of (2.8) yields (3.8) in view of (2.5) and the definition of the saddle point
x

0

(n). Now (3.9) can be verified on diÆerentiating (3.8) twice and using (3.7) to
eliminate the derivatives x0

0

(n). Finally, to verify (3.10), combine (3.6) and (3.8),
and (3.11) then follows by diÆerentiation. §
Lemma 3. Let 0 < æ

0

∑ æ ø 1 and t < 2ºx/C, where C > 1 is a constant. Then

(3.13) ≥(s) =
X

n∑x

n°s ° x1°s/(1° s) + O(x°æ).

Moreover, if |t| < ºx/C, then

(3.14) (1° 21°s)≥(s) =
X

n∑x

(°1)n°1n°s + O(x°æ).

Proof. The formula (3.13) is well-known (see [7], Theorem 4.11), and (3.14) is an
easy corollary: write

X

n∑x

(°1)n°1n°s =
X

n∑x

n°s ° 21°s

X

n∑x/2

n°s

and apply (3.13) to the sums on the right. §
The following well-known lemma (see [7], Theorem 5.11) might be called a “third

derivative test” for exponential sums.
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Lemma 4. Let f(x) be real and have continuous derivatives up to the third order,

and let ∏
3

∑ f 000(x) ∑ h∏
3

, or ∏
3

∑ °f 000(x) ∑ h∏
3

and b° a ∏ 1. Then

X

a<n∑b

e2ºif(n) = O
≥
h1/2(b° a)∏1/6

3

¥
+ O

≥
(b° a)1/2∏°1/6

3

¥
.

4. Estimation of M
1

(s)

In Sec. 2, the estimation of M
1

(s) was reduced to

Z
T

2

1

≥(
1
2

+ ix)¬
0

(
1
2

+ ix)°1/2x°s dx.

Repeated integration by parts with respect to the factor x°s shows that the integral
over [1, T

0

] with T
0

= T 1°" is ø T°1 + T 1/6°æ+". Therefore it su±ces to estimate
the integral

(4.1)
Z

T

2

T0

≥(
1
2

+ ix)¬
0

(
1
2

+ ix)°1/2x°s dx.

We write here

(4.2) ≥(
1
2

+ ix) =
X

n∑x

n°1/2°ix + O(x°1/2)

using (3.13); note that the second term in that formula could be absorbed into the
error term in the present case. The contribution of the error term to the integral
(4.1) is ø T 1°2æ+" + T 1/2°æ+" which is negligible.

The main part of our integral comes from the zeta-sum on the right of (4.2). We
have to estimate the sum

(4.3)
X

1∑n<T

2

n°1/2

Z
T

2

max(T0,n)

x°æei'(x,n) dx.

Neighborhoods of the saddle points x
0

(n) lying in the range of integration pro-
duce the most significant contribution to (4.3). Moreover, if x

0

(n) approaches T 2,
then the corresponding error term in Lemma 1 increases, and hence this case must
be treated with some care. Therefore we consider separately the following cases:
(i) x

0

(n) ∑ 2

3

T 2, 1

2

x
0

(n) ∑ x ∑ 3

2

x
0

(n),
(ii) 2

3

T 2 < x
0

(n) < 2T 2, 1

2

T 2 ∑ x ∑ T 2,
(iii) the remaining pairs (n, x) with 1 ∑ n < T 2 and max(T

0

, n) ∑ x ∑ T 2.
In the cases (i) and (ii), we apply Lemma 1 with x running over the given interval

and with
g(x) = x°æ, f(x) = '(x, n)/2º,

A = x
0

(n)(1 + T/x
0

(n))°1, U = x
0

(n), H = x
0

(n)°æ, c = x
0

(n).
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Consider first the error terms of Lemma 1. In the case (i), we have |'
x

( 1

2

x
0

(n), n)|¿
1 and |'

x

( 3

2

x
0

(n), n)|¿ 1, so the error terms areø x
0

(n)°æ and their contribution
is

ø (T/ log T )°æ

X

1∑nøT

1/2

n°1/2 +
X

T

1/2ønøT

n°1/2°2æ ø T 1/4°æ+"

by Lemma 2.
In the case (ii), we use the estimate

|'
x

(T 2, n)|¿ |x
0

(n)° T 2|T°2

which follows from the definition of the saddle point together with the estimate

'
xx

(x, n) ≥ x°1 ≥ T°2 for x ≥ T 2, n ≥ T.

Noting also that x0
0

(n) ≥ T by (3.7), we see that the contribution of the error terms
in question can be estimated as above.

In the case (iii), we have |'
x

(x, n)| ¿ 1, so by the first derivative test the
corresponding contribution is

T°æ

0

X

1∑n∑T0

n°1/2 +
X

T0∑n<T

2

n°1/2°æ ø T 1/2°æ+" + T 1°2æ+".

Consider finally the saddle-point terms, which occur when x
0

(n) ∑ T 2. Then
nø T by Lemma 2, and the contribution of these terms is

(4.4)
p

2ºeºi/4

X

1∑nøT

n°1/2x
0

(n)1°æei√(n)(
1
2
x

0

(n) + t)°1/2.

We decompose the sum into subsums over intervals [N,N 0] with N < N 0 ∑ 2N
and N ø T , and it su±ces to estimate these subsums individually.

First, if N ø T 1/3, we have x
0

(n) ≥ T/ log T , and by a trivial estimation we see
that the corresponding sum is

ø N1/2T 1/2°æ+" ø T 2/3°æ+".

Next, if T 1/3 ø N ø T 2/3, we use Lemma 4. Since x
0

(n) is a smooth function
of n by (3.7), we have essentially exponential sums

P
ei√(n) to deal with. By (3.9)

and the bounds for x
0

(n) obtained in Lemma 2, we have |√000(n)| ≥ ∏
3

with

T/(N3 log T )ø ∏
3

ø T/N3.

Let x
0

(n) ≥ X for N ∑ n ∑ N 0; then T/ log T ø X ø T for T 1/3 ø N ø T 1/2

and X ≥ N2 otherwise. Using summation by parts and Lemma 4, we see that our
sum is

ø N°1/2X1/2°æT "(N∏1/6

3

+ N1/2∏°1/6

3

)ø X1/2°æT 1/6+"

ø T 5/6°(4/3)æ+" + T 2/3°æ+".
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Finally, if T 2/3 ø N ø T , then X ≥ N2. We write

ei√(n) = (°1)nei(√(n)+ºn

2
)

with an application of (3.10) and (3.11) in mind. Let us consider even and odd
values of n separately and use the exponent pair ( 1

2

, 1

2

) (see [2], p. 77). In this way,
we see that X

n≥N

ei√(n) ø T 1/2.

Hence our sum is
ø N1/2°2æT 1/2 ø T 5/6°(4/3)æ.

All in all, the contribution of the saddle point terms is bounded by the right hand
side of (1.1). And as we saw above, the same is true for the error terms as well.

5. Estimation of M
3

(s)

As we showed in sec. 2, the estimation of M
3

(s) can be reduced to
Z 1

T

2
≥(1 + ± + ix)¬

0

(1 + ± + ix)°1/2x°s dx,

that is to

(5.1)
1X

n=1

n°1°±

Z 1

T

2
x1/4+±/2°æei'(x,n) dx.

This is similar to (4.3), and we argue much as in the preceding section.
Let us subdivide the relevant pairs (n, x) into four classes by the following

conditions:
(i) |2ºn2 ° T 2| ∑ cT, T 2 ∑ x ∑ 2T 2,
(ii) cT < |2ºn2 ° T 2| < 1

2

T 2, T 2 ∑ x ∑ 2T 2,
(iii) 2ºn2 ∏ 3

2

T 2, 2

3

(2ºn2) ∑ x ∑ 3

2

(2ºn2),
(iv) the remaining pairs (n, x) with n ∏ 1 and x ∏ T 2.
Here c is a positive constant such that x

0

(n) ∏ T 2 + T for

(5.2) 2ºn2 > T 2 + cT,

and x
0

(n) ∑ T 2 ° T for 2ºn2 < T 2 ° cT ; such a constant exists by (3.6). Thus the
subdivision is motivated by the location of the saddle point x

0

(n) depending on
t, but we preferred formulating the conditions in terms of 2ºn2 in order to avoid
dependence on t.

The contribution of each class is holomorphic in D. This is clear in the cases
(i) and (ii), and convergence considerations will show that the same is true for the
cases (iii) and (iv) as well.

In the case (i), the number of relevant values of n is finite, and their contribution
to (5.1) is ø T 1/2°2æ by the second derivative test.

In the cases (ii) and (iii), we apply Lemma 1. The contribution of the saddle
point terms to (5.1) is

(5.3)
p

2ºeºi/4

X

n

n°1°±x
0

(n)5/4+±/2°æei√(n)(
1
2
x

0

(n) + t)°1/2,
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where the condition for n is given by (5.2). Further, using (3.6), we have

n°1°±x
0

(n)5/4+±/2°æ(
1
2
x

0

(n)+t)°1/2 =
p

2(2º)3/4+±/2°æn1/2°2æ +O(Tn°3/2°2æ).

The contribution of the error term to (5.3) is ø T 1/2°2æ. Thus the estimation of
(5.3) amounts to

(5.4)
X

n¿T

n1/2°2æei√(n).

We write here
ei√(n) = ei'(2ºn

2
,n)ei(√(n)°'(2ºn

2
,n)).

By (2.7), this is further

(°1)n(2ºn2)°itei(√(n)+t log(2ºn

2
)+ºn

2
).

Since
d

dn
(√(n) + t log(2ºn2) + ºn2)ø t2n°3

by (3.10), summation by parts reduces (5.4) to sums

X

TønøN

(°1)nn1/2°2s ø T 1/2°2æ,

the last step by (3.14).
Finally, the contribution of the pairs (iv) and the error terms of Lemma 1 in the

cases (ii) and (iii) can be estimated by ø T 1/2°2æ+±. The calculations run as in
the preceding section except that now our assumptions on æ

1

and ± are needed to
ensure the convergence of our integrals in (iv).

The preceding estimations show that (1.1) holds for M
3

(s), even with the last
term ø°1 omitted. Now, combining the estimations in the last two sections with
(2.4), we complete the proof of the theorem.
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