1. First of all let me state a completely forgotten problem of Surányi and myself [1]. Gallai noticed that one can find three integers $a_1 < a_2 < a_3$ for which there are $a_3$ consecutive integers $0 < z + 1, z + 2, \ldots, z + a_3$ the product of no three of which is a multiple of $a_1 a_2 a_3$, but for every two integers $1 \leq a_1 < a_2$ one can find among any $a_2$ consecutive integers two of them whose product is a multiple of $a_1 a_2$. This was posed as a problem in a Hungarian competition. Surányi and I investigated the general situation.

Let $g(n)$ be the smallest integer for which if $1 < a_1 < a_2 < \cdots < a_n$ is any sequence of $n$ integers then for every $z \geq 0$ we can find $g(n)$ integers among $z + 1, z + 2, \ldots, z + a_n$ whose product is a multiple of $\prod_{i=1}^{n} a_i$ i.e. there are integers $z < u_1 < u_2 \cdots < u_n \leq z + a_n$ for which $\prod_{i=1}^{n} u_i \equiv 0 \pmod{\prod_{i=1}^{n} a_i}$.

We proved $g(3) = 4$ and proved that for every $\varepsilon > 0$ there is an $n_0$ so that for every $n > n_0$

$$g(n) > (2 - \varepsilon)n.$$  

Since our paper only appeared in Hungarian we outline the proof of (1) here. Let $p_1 < p_2 \cdots < p_\ell$ be a set of $\ell$ primes satisfying $2p_1^2 > p_\ell^2$. Using the Chinese remainder theorem it is easy to find $p_\ell^2$ consecutive integers...
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for which \( z + \left[ \frac{r}{2} \right] \equiv 0 \mod {\prod_{i=1}^{\ell} p_i} \) but \( z + \left[ \frac{r}{2} \right] \neq 0 \mod {p_i}\),

also none of the integers \( z + t, 1 \leq t \leq p_i^2 \) \((i \neq \left[ \frac{r}{2} \right])\) are divisible by any of the \( p_i p_j, 1 \leq i < j \leq \ell \) and none of the integers \( z + t \) are multiples of \( p_i^2 \) and only one of them is a multiple of \( p_i \). Our \( a_i \) are the \( (\ell + 1) \) integers \( p_i p_j, 1 \leq i < j \leq \ell \). Clearly

\[
\prod_{i=1}^{\ell+1} a_i = \left( \prod_{i=1}^{\ell} p_i \right)^{\ell + 1}.
\]

Now by a simple computation (the details of which can be left to the reader) the product of \( (2 - \epsilon) \left( \frac{\ell + 1}{2} \right) \) integers \( z + t, 1 \leq t \leq p_i^2 \) is a never multiple of \( \left( \prod_{i=1}^{\ell} p_i \right)^{\ell + 1} \).

Now we asked: Is it true that \( g(n) < (2 + \epsilon)n \) or perhaps even \( g(n) \leq 2n \). I offer 100 dollars or 1000 rupees, whichever is more, for a proof or disproof of

\( g(n) < (2 + \epsilon)n \) (for \( n > n_0(\epsilon) \)).

We further asked: What is the smallest \( c_n \geq 1 \) so that among any \( c_n a_n \) consecutive integers one can always find \( n \) of them whose product is a multiple of \( \prod_{i=1}^{n} a_i \). Then \( c_2 = 1 \) and we proved \( c_3 = \sqrt{2} \), we have no good upper or lower bounds for \( c_n \).

Finally we asked: Let \( f(n) \) be the smallest number for which among and \( f(n)a_n \) consecutive integers one can always find \( n \) distinct numbers \( x_1, \ldots, x_n \) for which \( x_i \equiv 0 \mod {a_i} \). We proved

\[
(2) \quad c_1 (\log n)^n < f(n) < c_2 n^{1/2}.
\]

It would be very interesting to improve (2) and to obtain an asymptotic formula for \( f(n) \).

In a paper with Pomerance [2] written much later we investigate many related problems. It is entirely my fault that we did not refer to our paper with Surányi, which I completely forgot and which I "rediscovered"
by accident. Let \( f(n; m) \) be the least integer so that in \((m,\, m + f(n; m))\) there are distinct integers \( a_i, \, 1 \leq i \leq n \) satisfying \( i \mid a_i \). If \( n = m \) we put \( f(n; m) = f(n) \). We proved

\[
(2 + o(1))n(\log n)^{1/2} > f(n) > cn \left( \frac{\log n}{\log \log n} \right)^{1/2}.
\]

It would be very nice to get an asymptotic formula for \( f(n) \). I offer 2000 rupees for it. We further proved

\[
f(n; m) < 4n(n^{1/2} + 1).
\]

We conjecture

\[
f(n; m) < n^{1 + o(1)}.
\]

We could not even prove

\[
\max_m f(n; m) - f(n) \to \infty. \quad (6)
\]

I offer 1000 rupees for (5) and (6) each.

Several further interesting problems are discussed in our paper with Pomerance but I have to refer to our paper. I only want to refer to one more problem mentioned in our paper. Let \( p_i \) be the set of primes not exceeding \( n \). Denote by \( f_p(n; m) \) the smallest integer for which in \((m,\, m + f_p(n; m))\) there are distinct integers \( a_i, \, 1 \leq i \leq \pi(n) \), (where \( \pi(n) \) denotes the number of primes not exceeding \( n \)) with \( p_i \mid a_i \). Put

\[
h_p(n) = \max_m f_p(n; m).
\]

We only could prove

\[
h_p(n) < n^{3/2}(\log n)^{1/2}.
\]

Selfridge and I proved \( h_p(n) > (3 - \varepsilon)n \) and Ruzsa proved

\[
h_p(n)/n \to \infty.
\]

In fact Selfridge and I [3] proved the following result which is of independent interest: There are \( k^2 \) primes \( p_1 < \cdots < p_{k^2} \) and an interval of
length $(3 - \varepsilon)p_n^2$ which contains only $2k$ multiples of the primes $p_1, \ldots, p_k$. It is easy to see that the result is best possible. In fact every interval of length $2p_k^2$ must already contain at least $2k$ integers which are multiples of at least one of the primes $p_i, 1 \leq i \leq k^2$. We could not decide what happens if the interval is $>(3 + \varepsilon)p_n^2$. Very recently Ruzsa in a forthcoming paper entitled “Few multiples of many primes” proved that for every $t$ and every $n > n_0$ there is a set of primes $p_1 < p_2 < \cdots < p_n$ and an interval of length $[t]p_n$ which contains fewer than $c(n \log n)^{1-1/k}$ integers which are multiples of one of the primes $p_1, \ldots, p_n$. I found this result very nice and surprising. Ruzsa thinks that $c(n \log n)^{1-1/k}$ is not very far from being best possible but not even $f(n)n^{1/2}, f(n) \to \infty$ has been proved. I would have expected that every interval of length $(3 + \varepsilon)p_n$ contains $\varepsilon'n$ integers which are multiples of one of the primes $p_i$.

2. Problems on Sidon sequences.

A sequence of integers $a_1 < a_2 \cdots < a_n$ is called a Sidon sequence (or a $B_2$ sequence) if the sums $a_i + a_j$ are all distinct. I worked a great deal on these sequences and very recently I published with R. Freud a fairly comprehensive paper on Sidon sequences [4]. Unfortunately the paper is hard to read since it is in Hungarian[4]. I will state some of the problems and results discussed in our paper with Freud, but will also state some new problems. Let $f(n)$ be the largest integer for which there is a Sidon sequence $a_1 < a_2 < \cdots < a_n \leq n, k = f(n)$. Turán and I proved

$$f(n) < n^{1/2} + cn^{1/4}$$

and Lindstrom proved

$$f(n) < n^{1/2} + n^{1/4} + 1$$

Chowla and I observed that a result of Singer implies

$$f(n) > n^{1/2} - n^{1/2-\varepsilon}$$

and if $p$ is a prime or a power of a prime then

$$f(p^2 + p + 1) \geq p + 1.$$
I conjectured that for every \( n \)

\[
(7) \quad n^{1/2} - c < f(n) < n^{1/2} + c.
\]

(7) is perhaps too optimistic and should perhaps be replaced by

\[
(8) \quad f(n) = n^{1/2} + o(n^c)
\]

I would be very surprised if (8) is not true. I also conjectured that for every \( k \) and \( n > n_0(k) \)

\[
(9) \quad f(n + k) \leq f(n) + 1
\]

and perhaps if \( c \) is sufficiently small

\[
(10) \quad f(n + [\sqrt{n}]) \leq f(n) + 1
\]

Unfortunately I could not attack (9) and (10). Cameron and I \([5]\) considered the following problem: Denote by \( A(n) \) the number of Sidon sets \( a_1 < a_2 < \cdots < a_k \leq n \). Unfortunately we only got very weak upper and lower bounds for \( A(n) \). Trivially

\[
(11) \quad 2^{f(n)} < A(n) < \left( \begin{array}{c} n \\ f(n) \end{array} \right)
\]

It is easy to see that

\[
(12) \quad \lim \sup A(n)/2^{f(n)} = \infty
\]

and (9) would imply

\[
(13) \quad \frac{A(n)}{2^{f(n)}} \to \infty.
\]

(13) certainly must be true and probably can be proved without the conjecture (9) which is perhaps not quite simple. Cameron and I expect that

\[
(14) \quad A(n) = 2^{\left(1+o(1)\right) f(n)}
\]
and perhaps the proof of (14) will not be very difficult.

Perhaps the following question is of interest: A Sidon sequence $a_1 < a_2 < \cdots < a_k \leq n$ is called maximal if we cannot add to it a $t$, $0 < t \leq n$ so that it should remain a Sidon sequence i.e. every $1 \leq t \leq n$ can be written in the form $a_1 + a_t - a_k$. Let $A_1(n)$ be the number of maximal Sidon sequence. It seems certain that $A_1(n)$ is very much smaller than $A(n)$. I would expect that

$$A_1(n) < 2^{n^{1/2}}$$

for every $\varepsilon > 0$, but

$$A_1(n) > 2^n$$

for some $c > 0$. Cameron and I could not prove (15) or (16), but perhaps we overlook a simple idea, for further related problems I have to refer to my paper with Cameron.

I would like to mention one more problem which if I remember right we observed with D. Berend when I visited him a few years ago at the Ben Gurion University at Beer Sheva.

Let $1 \leq a_1 < \cdots < a_{k(n)} \leq n$ and assume that if $f(n)$ is the number of solutions of $n = a_i + a_j$ then $\max f(n) \leq r$. In other words the number of solutions of $a_1 + a_j = n$ is at most $r$. Put $k(r) = (cr + o(1))\sqrt{n}$. Similarly assume that $b_1 < b_2 < \cdots b_{l(r)}(n) < n$ and the number of solutions of $b_i - b_j = n$ is at most $r$. Put $\ell(r)(n) = (c'_r + o(1))\sqrt{n}$. Trivially $c_1 = c'_1$ and our result with Turán implies $c_1 = c'_1 = 1$. We observed that very likely for $r > 1, c_r \neq c'_r$ and in fact $c'_r < c_r$. I completely forgot about this attractive problem which we independently reformulated with R. Freud and only later did I remember our conversation with D. Berend. I would not be surprised if Berend also forgot about it.

Before I close this chapter I want to mention two more problems in our paper with Freud which seems attractive to me. Let $a_1 < \cdots < a_k \leq n$ and assume that there is only one $m$ for which the number of solution of $a_i + a_j = m$ is greater than 1. We show that max $k \geq \frac{2}{3\sqrt{7}}n^{1/2}$ is possible,
probably in fact \( \max k = (1 + o(1)) \frac{2}{3\sqrt{c}} n^{1/2} \). We observed that if we assume
that there is only one \( m \) for which the number of solutions of \( m = a_i - a_j \)
is 1 then \( \max k = (1 + o(1)) \sqrt{n} \) which show that the conditions on \( a_i + a_j \)
and \( a_i - a_j \) are really different and seem to give hope for \( c' < c_r \).

Finally let \( a_1 < \cdots < a_k < n \) be such that the number of distinct sums
of the form \( a_i + a_j \) is \( (1 + o(1)) \left( \frac{k}{2} \right) \). What can be said about \( \max k \)? We only
could show \( \max k \geq (1 + o(1)) \frac{2}{3\sqrt{c}} \sqrt{n} \). If we make the same assumption for
\( a_j - a_i \), we again obtain \( \max k = (1 + o(1)) \sqrt{n} \).

3. Some extremal problems in additive number theory. It is well known
and easy to see that if

\[
1 \leq a_1 < a_2 < \cdots < a_{n+2} \leq 2n
\]

are \( n+2 \) integers not exceeding \( 2n \) there always are three distinct \( a's \) \( a_i, a_j, a_k, a_k = a_i + a_j \). The integers \( n \leq t \leq 2n \)
show that the theorem is best possible. About two years ago V.T. Sós and I conjectured that if

\[
1 \leq a_1 < a_2 < \cdots < a_{t} \leq 2n, t = \frac{5n}{8} + o(1)
\]

then there always three \( a's \) \( a_i, a_j, a_k \) for which all the sums \( a_i + a_j, a_i + a_k, a_j + a_k \)
are also \( a's \). The integers

\[
\frac{n}{8} \leq t \leq \frac{n}{4}
\]

and

\[
\frac{n}{2} \leq t \leq n
\]

show that our conjecture if true is best possible. More generally we posed
the following problem : Let \( f_{k}^{(2)}(n) \) be the smallest integer for which if \( A \)
is any set of \( f_{k}^{(2)}(n) \) positive integers not exceeding \( n \) there always are \( k \)
distinct \( a_i \in A, 1 \leq i \leq k \) so that all the \( \left( \begin{array}{c} k \\ 2 \end{array} \right) \) sums \( a_i + a_d \) are also elements
of \( A \). We conjectured that

\[
f_{k}^{(2)}(n) = \frac{n}{2} \left( 1 + \sum_{r=1}^{k-2} \frac{1}{4^r} \right)
\]
and an easy example shows that (17) is true is best possible. The integers $t$

$$\frac{n}{2 \cdot 4^t} \leq t \leq \frac{n}{4^t} \leq r \leq k - 2$$

show this.

More generally we conjectured that there is a constant $c_k^{(r)} < 1$ for which
among any set of $c_k^{(r)} n$ positive integers $A$ not exceeding $n$ there always are
$k$ of them for which the sum of any $r$ or fewer of these $k$ $a$'s are also in $A$. I
certainly thought that our conjecture is new and very soon Ruzsa proved a
slightly weaker result than (17). He in fact proved

(18) \[ f_k^{(2)}(n) > \frac{2}{3} n - \frac{c_k}{4k} \]

We all thought that (18) is a nice new result. A few months later I
found that 16 years earlier Choi, Szemerédi and I [6] proved that $f_k^{(2)}(n) >
(\frac{3}{4} - \varepsilon_k)n$, where $\varepsilon_k \to 0$ as $k \to \infty$, our result is slightly weaker than Ruzsa's.
All I could do was to apologise to Ruzsa that I forgot our old result. The
conjecture (17) is still open even for $k = 3$.

In our triple paper we also proved the existence of $c_k^{(r)} < 1$ for every $k$
and $r$ but for $r \geq 3$ have no reasonable conjecture for the value of $c_k^{(r)}$.

In our paper we investigate also a slightly different problem which seems
interesting and which I completely forgot. Denote by $g_k(n)$ the smallest
integer so that for any set of $g_k(n)$ positive integers not exceeding $n$, there
always are $k$ integers $b_1, b_2, \cdots, b_k$ so that all the sums $b_i + b_j, 1 \leq i < j \leq k$
are $a$'s. The difference is that the $b$'s do not have to be $a$'s. We proved
$g_3(n) = n + 2, g_4(n) = n + c$ for some constant $c$ if $n > n_0$, \[ n + c_1 \log n < g_5(n) < n + c_2 \log n; n + c_3 n^{1/2} < g_6(n) < n + c_4 n^{1/2}. \]

We could not get a good estimation for $g_7(n)$. We proved that for
every $k$
\[ g_k(n) < \frac{n}{2} + 2^k n^{1 - 2 - k} \]
and for every $\varepsilon > 0$ and $k > k_o(\varepsilon)$
\[ g_k(n) > \frac{n}{2} + n^{1 - \varepsilon} \]
Several further interesting problems are stated in the paper which has been forgotten by everybody including the authors.

4. In this final Chapter I state a set of miscellaneous problems some old, some new. The old ones have perhaps been undeservedly neglected. First a few combinatorial problems on additive number theory.

Let \( a_1 < a_2 < \cdots \) be a sequence of integers. It is said to have property \( P \) if no \( a_i \) divides the sum of two larger \( a' \)'s. Sárközy and I [7] proved that the density of every infinite sequence of property \( P \) is 0 and we conjectured that \( \sum \frac{1}{a_i} \) converges for a sequence having property \( P \) and in fact \( \sum \frac{1}{a_i} < c \) for some absolute constant \( c \). If \( a_1 < a_2 < \cdots < a_k \leq z \) is a finite sequence having property \( P \) then perhaps

\[
k < \left[ \frac{z}{3} \right] + 1.
\]

It is very annoying that we have not been able to prove or disprove this simple conjecture. More generally if no \( a_i \) divides the sum of \( r \) or fewer larger \( a' \)'s is it then true that

\[
k \leq \frac{z}{r} + O(1)\]

The integers \( z \left(1 - \frac{1}{r}\right) \leq a_i \leq z \) show that this conjecture if true is best possible. The conjecture perhaps remains true if we ask that no \( a_i \) divides the sum of exactly \( r \) larger \( a' \)'s.

Let again \( a_1 < a_2 < \cdots \) be an infinite sequence of integers and assume that

\[
a_r \neq a_i + a_{i+1} + \cdots + a_j.
\]

In other words no \( a \) equals the sum of consecutive \( a' \)'s. Is it then true that the lower density of the \( a' \)'s is 0? Perhaps in fact (19) implies that the logarithmic density of the \( a' \)'s is 0 i.e. \( \frac{1}{\log z} \sum_{a_i < z} \frac{1}{a_i} \to 0 \). It is easy to construct a sequence satisfying (19) for which for every \( z \)

\[
\sum_{a_i < z} \frac{1}{a_i} > c \log \log z
\]
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Perhaps (20) is best possible.

The upper density of a sequence satisfying (19) can be $\frac{1}{2}$ but probably it cannot be $\frac{1}{4}$. In fact perhaps if $1 \leq a_1 < a_2 < \cdots < z_1 \leq z$ satisfies (19) then

$$\max t \leq \frac{z}{2} + O(1);$$

perhaps $t \leq \lceil \frac{z+1}{2} \rceil$; perhaps this is trivial or trivially false and I overlook a simple argument [8].

Szemerédi and I [9] investigated the following problems: Let $1 \leq a_1 < a_2 < \cdots < a_n$ be $n$ integers. Denote by $f(n)$ the smallest integer for which there are at least $f(n)$ distinct integers of the form

$$a_i + a_j; \quad 1 \leq i < j \leq n.$$  \hspace{1cm} (21)

We expected that $f(n)$ will be large, since it seemed to us that if there are few distinct integers of the form $a_i + a_j$ then there will be many distinct integers of the form $a_ia_j$. Indeed we proved that there is an absolute constant $c > 0$ for which

$$f(n) > n^{2-c}$$  \hspace{1cm} (22)

and in fact we conjectured that for every $\varepsilon > 0$ and $n > n_0(\varepsilon)$

$$f(n) > n^{2-\varepsilon}$$  \hspace{1cm} (23)

We are very far from being able to prove this attractive and neglected conjecture. We proved

$$f(n) < n^{2-c/\log\log n}.$$  \hspace{1cm} (24)

Perhaps (24) is close to being best possible. Several further interesting problems are stated in our paper but we have to refer to it for further details.

Now I state a few problems of Nathanson and myself: Let $a_1 < a_2 < \cdots$ be an infinite sequence of integers; denote by $f(n)$ the number of solutions of $n = a_i + a_j$. Denote by $B(z)$ the number of integers $n < z$ for which $f(n) \neq 1$ i.e. $B(z)$ is the number of integers for which $f(n) = 0$ or $f(n) > 1$. 
It is not hard to show that there is a sequence $A$ for which $B(x) = o(x^{1/2+\epsilon})$

We conjectured that

$$
\frac{B(x)}{x^{1/2}} \rightarrow 0
$$

Ruzsa stated that he proved $B(x) > x^{1/4}$, but nothing has been published. Here again I completely forgot our problem with Nathanson which we re-discovered with V.T. Sós and Sárközy [10].

There is another problem of Nathanson and myself which I feel is very interesting and which has been neglected. Let $A = \{a_1 < a_2 < \cdots\}$ be an infinite sequence of integers, denote by $f(n)$ the number of solutions of $n = a_i + a_j$. $A$ is called a minimal asymptotic basis of order 2 if $f(n) > 0$ for all $n > n_0$ but if we omit any $a_i \in A$ then there are infinitely many integers which can not be represented as the sum of two terms of $A - a_i$ (i.e. if $n = a_u + a_v$ then $u = i$ or $v = i$). We proved that if $f(n) > c \log n, c = \log 2$ then $A$ contains a minimal asymptotic basis of order 2. Our most interesting problems are: Assume $f(n) \rightarrow \infty$, is it then true that $A$ contains a minimal asymptotic basis of order 2? If the answer is negative then perhaps $f(n) > c \log n, c > \log 2$ already implies that $A$ contains a minimal asymptotic basis of order 2. Also if $A_1$ and $A_2$ are two disjoint asymptotic bases of order 2 is it true that $A_1 \cup A_2$ contains a minimal asymptotic basis of order 2. Several further (I think) interesting problems are stated in our papers but I have to refer to them [11].

To end the paper I state a few more old problems of mine.

Divide the integers $1, 2, \cdots 2n$ into two disjoint sets $a_1, a_2, \cdots, a_n; b_1, b_2, \cdots, b_n$, with $n$ elements in each class. Denote by $M_k$ the number of solutions of $a_i - b_j = k$ and put

$$M = M(n) = \min_k \max_k M_k$$

where the maximum is to be taken for all $-2n \leq k \leq 2n$ and the minimum for all the $\binom{2n}{n}$ divisions of the integers into two disjoint classes with both having $n$ elements. I asked for the determination or estimation of $M$ more
than 20 years ago. The best upper bound is still \( M < 0.4 n \). The best lower bound is due to L. Moser [12]

\[
(26) \quad M > \sqrt{4 - \sqrt{15(n - 1)}} > 0.3570(n - 1).
\]

The problem has been completely forgotten, I think it would be of some interest to see whether (26) can be improved.

Let \( 1 < a_1 < a_2 < \cdots \) be an infinite sequence of real numbers for which for every \( i, j, k \)

\[
(27) \quad |a_k a_i - a_j| \geq 1.
\]

Is it then true that

\[
(28) \quad \lim_{x \to \infty} \frac{1}{x} \sum_{a_i < x} 1 = 0?
\]

and perhaps even

\[
(29) \quad \frac{1}{\log x} \sum_{a_i < x} \frac{1}{a_i} \to 0
\]

If the \( a \)'s are integers then (27) means that no \( a \) divides any other and it is well known that then (28) and (29) are satisfied [13].

Is it true that every \( n \not\equiv 0 \pmod{4} \) is the sum of a power of 2 and a square free number? All I could show (and this is easy) that the density of the integers \( n \not\equiv 0 \pmod{4} \) which are not of a sum of a power of 2 and a square free number is 0.

It has been conjectured that there is an \( r \) for which every integer is the sum of a prime and \( r \) or fewer powers of 2. This conjecture is almost certainly unattackable. Gallagher [14] proved that to every \( \varepsilon \) there is an \( r \) for which the lower density of the integers which are the sum of a prime and \( r \) power of 2 is greater than \( 1 - \varepsilon \). Van der Corput and I [15] proved that there is an arithmetic progression of odd numbers no term of which is the sum of a power of 2 and a prime. Crocker [16] proved that there are infinitely many odd numbers which are not the sum of a prime and two
powers of 2, but probably every arithmetic progression contains an integer which is the sum of a prime and two powers of 2.

Let \( h_k(n) \) be the largest integer for which there is a sequence of integers \( 1 \leq a_1 < a_2 < \cdots < a_t, a_t \leq n, t = h_k(n) \), so that among any \( k + 1 \) a's there are two which are not relatively prime. I conjectured decades ago that you get \( h_k(n) \) by taking the integers which have a prime factor \( \leq p_k \) where \( p_k \) is the \( k \)-th prime. Perhaps there is a simple proof of this, but I have not succeeded in finding it.

Graham and I [17] conjectured that if we color the integers \( 1 \leq t \leq n_k \) by \( k \) color: then

\[
\sum \frac{1}{x_i} = 1, x_1 < x_2 < \cdots < x_t \leq n_k
\]

has a monochromatic solution. If the answer is affirmative it would be interesting to estimate \( n_k \). Perhaps the following problem is of interest: Let \( f(n) \) be the smallest integer for which if \( 1 \leq z_1 < z_2 < \cdots < z_f(n), \leq n \) is a sequence of integers then

\[
(30) \quad \sum_{i=1}^{f(n)} \frac{e_i}{z_i} = 1, \quad e_i = 0 \text{ or } 1
\]

is always solvable. Is it true that \( f(n)/n \to 0? \) In other words: Is it true that (30) is solvable in every sequence of positive lower density?

To end the paper let me state two more questions, one old and one new. A sequence of integers \( b_1 < b_2 < \cdots \) is called sum free if the sum of two \( b \)'s never equals a third. In an old paper of mine I investigated the following question: Let \( g(n) \) be the largest integer for which any sequence \( a_1 < a_2 < \cdots < a_n \) contains a sum free subsequence of \( g(n) \) terms. I proved [18]

\[
(31) \quad \frac{n}{3} \leq g(n) \leq \frac{3n}{7}
\]

Very recently Noga Alon and Kleitman improved (31), they proved

\[
\frac{n}{3} < g(n) \leq \frac{12}{29}n.
\]
The exact value of $g(n)$ is still not known and is think an interesting question. Noga Alon and Kleitman investigated this question for Abelian groups and obtained many interesting further results, but I have to refer to their paper.

A. Hajnal discovered the following combinatorial game: There are $n$ points. Two players alternatively join two of the points by an edge. Two points can be joined by only one edge and the graph determined by the edges drawn by the two players is not allowed to contain a triangle. The game ends if every new edge would give a triangle. One of the players wants the game to last as long as possible the other wants to finish it as soon as possible. If both players play as well as possible what will happen? How long will the game last? The conditions are the unusual and novel features of Hajnal's game. By Turán's well known theorem $\left\lceil \frac{n^2}{4} \right\rceil + 1$ edges certainly determine a triangle, thus the game can not last long than $\left\lceil \frac{n^2}{4} \right\rceil$ moves. Hajnal observed that the player who wants to end the game as fast as possible, can force the end in $(1 - \varepsilon)\frac{n^2}{4}$ moves and Füredi and Seress proved that the player who wants the game to last as long as possible can force $c n \log n$ moves. Now I have the following number theoretic modification of the game of Hajnal.

The two players choose alternatingly an integer $t, 2 \leq t \leq n$. The only rule is that the union of the integer chosen by the two players is a primitive set i.e. no one divides the other. The game ends if no legal move is possible i.e. if the choice of any new integer would either divide or be the multiple of any of the integers already chosen. One of the players wants the game to last as long as possible, the other wants to end it as soon as possible. I think that the player who wants to keep the game going as long as possible can force $(1 - \varepsilon)\frac{n^2}{4}$ moves, but I can not even prove $\varepsilon n$.

Here is our problem with Szemerédi: Let $A$ be a sequence of integers $a_1 < a_2 < \cdots$. Denote by $F(A, X, k)$ the number of indices $i$ for which

$$[a_i, a_{i+1}, \ldots, a_{i+k-1}] < X,$$

i.e. the number of indices $i$ for which the least common multiple of $a_i, a_{i+1}, \ldots, a_{i+k-1}$
is $< X$. We conjectured that to every $\epsilon > 0$ there is a $k$ for which

\begin{equation}
F(A, X, k) < X^\epsilon
\end{equation}

We thought that (1) will not be easy. We proved that for every sequence $A$

\begin{equation}
F(A, X, 3) < c_1 X^{3/2} \log X
\end{equation}

and there is a sequence $A$ for which for infinitely many $X$

\begin{equation}
F(A, X, 3) > c_2 X^{3/2} \log X.
\end{equation}

Perhaps there is a sequence $A$ for which (3) holds for every $X$. 

Some forgotten problems
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