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Abstract. We discuss the mean values of the Riemann zeta-function ζ(s), and

analyze upper and lower bounds for

Z

T+H

T

|ζ( 1

2
+ it)|2k dt (k ∈ N fixed, 1 ≪ H 6 T ).

In particular, the author’s new upper bound for the above integral under the Riemann

hypothesis is presented.

1. Introduction

The aim of this paper is to analyze bounds for the 2k–th moment of the Riemann
zeta-function ζ(s) in “short” intervals. Recall that (henceforth s = σ+it will denote
a complex variable)

ζ(s) =
∞
∑

n=1

n−s (σ > 1),

and for other values of s the zeta-function is defined by analytic continuation. For
all values of s ∈ C we have the functional equation

(1.1) ζ(s) = χ(s)ζ(1 − s), χ(s) = 2sπs−1 sin( 1
2
πs)Γ(1 − s),

where

(1.2) χ(s) =
(2π

t

)σ+it−1/2

ei(t+π/4)

(

1 + O
(1

t

)

)

(t > t0 > 0).

Our main object of study is Iσ(T + H, k)− Iσ(T, k), where

(1.3) Iσ(T, k) : =

∫ T

1

|ζ(σ + it)|2k dt (σ ∈ R, k ∈ N fixed).

Actually in (1.3) one can consider any k > 0, but the integral is considerably less
difficult to deal with when k ∈ N, since |z|2 = z · z̄. In view of the functional
equation (1.1) it suffices to consider the evaluation of Iσ(T +H, k)− Iσ(T, k) in the
following four cases:
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Mean values results for the Riemann zeta-function in short intervals 5

1. σ > 1.

2. σ = 1.

3. The case of the “critical strip” 1
2

< σ < 1.

4. The case of the “critical line” σ = 1
2 .

The last case is by far the most important one. The hitherto unproved Riemann
Hypothesis, probably the most famous open problem in all Mathematics (henceforth
RH for short), states that all complex zeros of ζ(s) have real parts equal to 1

2 . The
zeros s = −2,−4, . . . , which come from the sine-factor in the functional equation
in (1.1), are usually called the “trivial zeros” of ζ(s).

The aim of this paper is to present results on Iσ(T + H, k) − Iσ(T, k). We
signal that there are two monographs dedicated solely to the mean values of ζ(s),
namely the author’s [12] and K. Ramachandra’s [31]. Coupled with the standard
monographs [11] and [34], which provide many additional references and historical
background, they provide the basic literature on the subject. To avoid excessive
length of the text, many important subjects and references had to be omitted. The
accent is on the lower bounds when 1

2 6 σ < 1, which are unconditional, and the
new upper bound which can be only attained if the RH is assumed. Besides this,
asymptotic formulas for the mean square and fourth power have been presented in
somewhat more detail.

2. The case when σ > 1

We start with the case when σ > 1. This is actually the only easy case, and thus
the discussion can be given in detail. We have

ζk(s) =

∞
∑

n=1

dk(n)n−s (σ > 1),

where the divisor function dk(n) denotes the number of ways n may be represented
as a product of k factors, so that in particular

d2(n) ≡ d(n) =
∑

δ|n
1

is the number of positive divisors of n. For fixed k ∈ N and fixed σ > 1 we have

∫ T

1

|ζ(σ + it)|2k dt =

∫ T

1

ζk(σ + it)ζk(σ − it) dt

=

∫ T

1

∞
∑

m=1

∞
∑

n=1

dk(m)dk(n)(mn)−σ
(m

n

)it

dt.

We group the terms m = n (the so-called “diagonal terms’) together and the terms
m 6= n (the “non-diagonal” terms), noting that dk(n) ≪ε,k nε. The former trivially
produce

(T − 1)

∞
∑

n=1

d2
k(n)n−2σ.
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The latter ones are integrated and make a contribution which is

≪
∞
∑

m=1

∞
∑

n=1,n<m

dk(m)dk(n)(mn)−σ
(

log
(m

n

)

)−1

≪
∞
∑

n=1

dk(n)n−σ
(

∑

n<m<2n

dk(m)m−σ
(

log
(m

n

)

)−1

+ 1
)

≪
∞
∑

n=1

n2ε−σ
∑

n<m<2n

m1−σ

m − n
+ 1 ≪ 1,

if ε is small enough. This finally gives the asymptotic formula

(2.1)

∫ T

1

|ζ(σ + it)|2k dt = TC(k, σ) + O(1), C(k, σ) :=
∞
∑

n=1

d2
k(n)n−2σ.

Hence from (1.3) and (2.1) we have

Iσ(T + H, k) − Iσ(T, k) = C(k, σ)H + O(1) (1 ≪ H 6 T ).

3. The case when σ = 1

In the case when σ = 1, k = 1 we have precise results due to R. Balasubramanian,
A. Ivić and K. Ramachandra [3]. Namely, let

(3.1) R(T ) :=

∫ T

1

|ζ(1 + it)|2 dt − ζ(2)T + π log T.

The lower limit of integration, similarly as in (2.1), is taken to be unity (although
any positive number would clearly do as well), since s = 1 is the pole of ζ(s).

The function R(T ) in (3.1) may be considered as an error term, since it was
shown (op. cit.) that

(3.2)

R(T ) = O
(

(log T )2/3(log log T )1/3
)

,

∫ T

1

R(t) dt = O(T ),

∫ T

1

R2(t) dt = O
(

T (log log T )4
)

.

The exponent 2/3 for the pointwise bound for R(T ) in (3.2) is connected to the
best known bound for ζ(1 + it) (see e.g., [11, Chapter 6]), namely

ζ(1 + it) ≪ (log t)2/3 (t > 3).

In [4] R. Balasubramanian, A. Ivić and K. Ramachandra show that, if k is any
complex constant, then (p denotes primes)

(3.3)

∫ T

1

|ζk(1 + it)|2 dt = T

∞
∑

n=1

|dk(n)|2n−2 + O
(

(log T )|k|
2
)

,

∫ T

1

∣

∣

∣

∣

ζ ′(1 + it)

ζ(1 + it)

∣

∣

∣

∣

2

dt = T

∞
∑

m=1

∑

p

log2 p

p2m
+ O((log T )2),

∫ T

1

| log ζ(1 + it)|2 dt = T
∞
∑

m=1

∑

p

(mpm)−2 + O(log log T ).
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While the proof of (3.2) was essentially elementary, the proof of (3.3) used complex
integration over the so called Hooley–Huxley contour, as modified by K. Ramachan-
dra [30]. From (3.3) we have the asymptotic formula (1 ≪ H 6 T )

I1(T + H, k)− I1(T, k) = c(k)H + O
(

(log T )|k|
2

)
)

, c(k) :=
∞
∑

n=1

|dk(n)|2n−2.

4. The moments in the critical strip 1
2 < σ < 1

As σ moves further to the left from σ = 1 to the critical line σ = 1
2
, the results

on Iσ(T, k) become richer. Mean values of ζ(s) for 1
2 6 σ < 1 in the cases k = 1

and k = 2 have been extensively studied, and represent one of the central themes
in zeta-function theory. For the mean square case the reader should consult the
survey paper of K. Matsumoto [26]. One has (see Ivić–Matsumoto [20])

(4.1)

∫ T

1

|ζ(σ + it)|2 dt = ζ(2σ)T +
ζ(2σ − 1)Γ(2σ − 1)

1 − σ
sin(πσ)T 2−2σ

+ Eσ(T ) ( 1
2

< σ 6 1),

where the error-term function Eσ(T ) satisfies the bound

Eσ(T ) = O(T 2(1−σ)/3 log2/9 T ) ( 1
2

< σ 6 1).

Several other results (op. cit.) involving Eσ(T ) are known. They include mean
square and omega results, for which the reader should also consult K. Matsumoto
[25] and Matsumoto–Meurman [27].

For the fourth moment we have (see [14, Theorem 2])

(4.2)

∫ T

1

|ζ(σ + it)|4 dt =
ζ2(2σ)

ζ(4σ)
T + O(T 2−2σ log3 T ) ( 1

2 < σ 6 1),

which is the sharpest hitherto published asymptotic formula valid in the whole
range 1

2 < σ 6 1. In [23] Y. Motohashi and the author used methods from spectral
theory to obtain several results on Iσ(T, 2). They proved that, if σ is a fixed number
such that 1

2
< σ < 3

4
, then with suitable constants aj(σ) (a2(σ) > 0) we have

∫ T

1

|ζ(σ + it)|4 dt =
ζ4(2σ)

ζ(4σ)
T +

T

3 − 4σ

(

T

2π

)2−4σ
ζ4(2 − 2σ)

ζ(4 − 4σ)
(4.3)

+ T 2−2σ
(

a0(σ) + a1(σ) logT + a2(σ) log2 T
)

+ E2(T, σ),

where, with some C > 0, the error-term function E2(T, σ) satisfies

(4.4) E2(T, σ) ≪ T 2/(1+4σ) logC T ( 1
2

< σ < 3
4
).

Note that 3 − 4σ > 2/(1 + 4σ) for 1
2 < σ < 1+

√
2

4 and that 2 − 2σ > 2/(1 + 4σ) for

σ < 3
4 . Thus the bound for the error term E2(T, σ) in (4.4) is already larger than

the second main term in (4.3) unless 1
2

< σ < 1+
√

2
4

.
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All of the above results were been obtained by special methods, and cannot be
generalized to higher moments. The formula for the general 2k–th moment of ζ(s)
can be conveniently written (cf. [11, Chapter 8]) as

(4.5)

∫ T

1

|ζ(σ + it)|2k dt =

∞
∑

n=1

d2
k(n)n−2σT + R(k, σ; T ), R(k, σ; T ) = o(T ),

where 1
2 < σ0(k) 6 σ 6 1, T → ∞. It was proved (op. cit.) that

(4.6) R(k, σ; T ) ≪ε T
2−σ−σ∗

k
2−2σ∗

k

+ε
(σ∗

k < σ < 1),

where henceforth ε denotes arbitrarily small constants, not necessarily the same
ones at each occurrence, and σ∗

k is the infimum of σ∗ (> 1
2
) for which

∫ T

1

|ζ(σ∗ + it)|2k dt ≪ε T 1+ε

holds for any given ε. Writing further the bounds for R(k, σ; T ) in the form

R(k, σ; T ) ≪ε T ck(σ)+ε

and using the known bounds for σ∗
k when 3 6 k 6 6, it follows from (4.6) that we

have

(4.7)
c3(σ) =

17 − 12σ

10
( 7
12 < σ < 1), c4(σ) =

11 − 8σ

6
( 5
8 < σ < 1),

c5(σ) =
79 − 60σ

38
( 41
60 < σ < 1), c6(σ) =

9 − 7σ

4
( 5
7 < σ < 1).

As indicated in [11], explicit values for ck(σ) could be given for any fixed k > 1,
but the expressions in general would be cumbersome, so only explicit values were
given for 2 6 k 6 6. The point of (4.5)-(4.7) lies in the fact that each value of ck(σ)
satisfies ck(σ) < 1 (i.e., when (4.5) becomes a true asymptotic formula), precisely
for the range given in (4.7). However, as σ approaches 1, the values of ck(σ) become
rather poor and they do not tend to zero, as one expects.

New bounds for R(k, σ; T ) have been given by the author in [18]. To formulate
them let, as usual,

(4.8) βk = inf

{

bk (> 0) :

∫ x

1

∆2
k(y) dy ≪ x1+2bk

}

,

where
∆k(x) =

∑

n6x

dk(n) − xPk−1(log x)

is the error term in the asymptotic formula for the summatory function of dk(n) (see
e.g., [11, Chapter 13] for a comprehensive account). Here Pk−1(y) is a polynomial
of degree k−1, whose coefficients (which depend on k) may be explicitly evaluated.
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Then, for fixed σ satisfying max(βk, 1
2 ) < σ < 1 and every fixed integer k > 3,

we have

(4.9) R(k, σ; T ) ≪ε T
2(1−σ)
1−βk

+ε
,

while for fixed σ satisfying σ∗
k < σ < 1 and every fixed integer k > 3, we have

(4.10) R(k, σ; T ) ≪ε T
2(1−σ)

2−σ∗

k
−σ

+ε
.

Note that (4.9) will provide good results for values of σ close to 1. On the other
hand, (4.10) gives good bound for R(k, σ; T ) when σ is close to σ∗

k. From the above
results it follows that we have

∫ T

1

|ζ(σ + it)|6 dt = T
∞
∑

n=1

d2
3(n)n−2σ + Oε

(

T 3(1−σ)+ε
)

( 1
2

< σ < 1),

∫ T

1

|ζ(σ + it)|8 dt = T
∞
∑

n=1

d2
4(n)n−2σ + Oε

(

T
16
5 (1−σ)+ε

)

( 1
2 < σ < 1),

∫ T

1

|ζ(σ + it)|10 dt = T

∞
∑

n=1

d2
5(n)n−2σ + Oε

(

T
40
11 (1−σ)+ε

)

( 1
2 < σ < 1),

∫ T

1

|ζ(σ + it)|12 dt = T

∞
∑

n=1

d2
6(n)n−2σ + Oε

(

T 4(1−σ)+ε
)

( 1
2 < σ < 1),

while if the Lindelöf hypothesis (that ζ( 1
2 + it) ≪ε tε) is true then, for σ > 1

2 ,
(4.11)
∫ T

1

|ζ(σ + it)|2k dt =
∞
∑

n=1

d2
k(n)n−2σT + Oε

(

T
4k(1−σ)

k+1 +ε
)

( 1
2

< σ 6 1, k > 2).

In fact, the bound (4.11) for all k ∈ N is equivalent to the Lindelöf hypothesis. One
can easily obtain from the above results asymptotic formulas for Iσ(T + H, k) −
Iσ(T, k) for certain range of H = H(σ, k). However, as far as lower bounds are
concerned, one can do considerably better.

5. The lower bound for 1
2

< σ < 1

We have the following

THEOREM 1. If k > 1 is a fixed integer, σ >
1
2 is fixed, 12 log log T 6 H 6

T, T > T0 > 0, then uniformly in σ

(5.1)

∫ T+H

T−H

|ζ(σ + it)|k dt ≫ H.

Proof. This result is due to Balasubramanian–Ramachandra (see [31], and also
[12, Chapter 1] for a proof). Let σ1 = σ + 2, s1 = σ1 + it, T − 1

2H 6 t 6 T + 1
2H.

Then ζ(s1) ≫ 1 and therefore

(5.2)

∫ T+ 1
2H

T− 1
2 H

|ζ(σ1 + it)|k dt ≫ H.
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Let now E be the rectangle with vertices σ + iT ± iH, σ2 + iT ± iH (σ2 = σ + 3)
and let X be a parameter which satisfies

(5.3) T−c
6 X 6 T c

for some constant c > 0. The residue theorem gives then

1

e
ζk(s1) =

1

2πi

∫

E

ζk(w)

w − s1
exp

(

− cos
(w − s1

3

)

)

Xs1−w dw.

On E we have |ℜe 1
3(w − s1)| 6 1, and on its horizontal sides

∣

∣

∣

∣

ℑm
(w − s1

3

)

∣

∣

∣

∣

>
1

3
· H

2
> 2 log log T.

Note that for w = u + iv (u, v ∈ R) we have

| exp(− cos w)| =
∣

∣

∣
exp
(

−1
2 (eiw + e−iw)

)
∣

∣

∣

=
∣

∣

∣
exp
(

−1
2 (eiue−v + e−iuev)

)
∣

∣

∣
= exp(− cos u · cosh v).

The above function, which may be justly called Ramachandra’s kernel function,
sets the limit to the lower bound for H (a multiple of log log T ) in Theorem 1.
Actually, according to W.K. Hayman, there does not exist a regular function of
a similar type which decreases faster than a double-order exponential. Therefore
Ramachandra’s kernel function is optimal. This does not preclude that the lower
bound in Theorem 1 for H holds for some function smaller than a multiple of
log log T , but such a result (if true) certainly cannot be obtained be a variant of
the above method. It is an interesting problem to determine the optimal lower
bound for H in Theorem 1 and Theorem 2 (see Section 7) for which the assertions
in question hold true.

To continue with the proof of the theorem, note then that, if w lies on the
horizontal sides of E , we have

∣

∣

∣

∣

∣

exp

(

− cos
(w − s1

3

)

)

∣

∣

∣

∣

∣

6 cos
(

−1
2

cos 1 exp(2 log log T )
)

= exp
(

−1
2

cos 1(log T )2
)

.

Therefore the condition T−c 6 X 6 T c ensures that, for suitable C, c1 > 0,

ζk(σ1 + it) ≪ X2

∫ T+H

T−H

|ζ(σ + iv)|k exp
(

−c1e
|v−t|/3

)

dv

+ X−1

∫ T+H

T−H

exp
(

−c1e
|v−t|/3

)

dv + e−C log2 T .
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Integrating this estimate over t ∈ [T − 1
2H, T + 1

2H] and using (5.2) we obtain

(5.4)

H ≪ X2

∫ T+H

T−H

|ζ(σ + iv)|k dv

(

∫ T+
1
2H

T−1
2

H

exp
(

−c1e
|v−t|/3

)

dt

)

+ X−1

∫ T+H

T−H

dv

(

∫ T+
1
2H

T−1
2

H

exp
(

−c1e
|v−t|/3

)

dt

)

≪ X2

∫ T+H

T−H

|ζ(σ + iv)|k dv + X−1H.

Let now

I : =

∫ T+H

T−H

|ζ(σ + iv)|k dv,

and choose X = Hε. Then (5.4) gives I ≫ H1−2ε, showing that I cannot be too
small. Then we choose X = H1/3I−1/3, so that (since ζ( 1

2 + it) ≪ |t|1/6) trivially

T−k/18 ≪ X ≪ H ≪ T,

and (5.3) is satisfied. With this choice of X (5.4) reduces to H ≪ H2/3I1/3, and
(5.1) follows.

6. The mean values for σ = 1
2

Asymptotic formulas for I1/2(T, k) are known to exist only in the cases when
k = 1 or k = 2. For the mean square it is customary to define

(6.1) E(T ) =

∫ T

0

|ζ( 1
2 + it)|2 dt − T

(

log
( T

2π

)

+ 2γ − 1

)

,

where γ = −Γ′(1) = 0.5772156649... is Euler’s constant. The fundamental result on
this subject is the work of F.V. Atkinson [1], who established an explicit formula
for E(T ). Atkinson’s result is the following: let 0 < A < A′ be any two fixed
constants such that AT < N < A′T , and let N ′ = N ′(T ) = T/(2π) + N/2 −
(N2/4 + NT/(2π))1/2. Then

(6.2) E(T ) = Σ1(T ) + Σ2(T ) + O(log2 T ),

where

(6.3) Σ1(T ) = 21/2
( T

2π

)1/4
∑

n6N

(−1)nd(n)n−3/4e(T, n) cos(f(T, n)),

(6.4) Σ2(T ) = −2
∑

n6N ′

d(n)n−1/2
(

log
T

2πn

)−1

cos

(

T log
( T

2πn

)

− T + 1
4π

)

,
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with
(6.5)

f(T, n) = 2Tar sinh
(
√

πn/(2T )
)

+
√

2πnT + π2n2 − 1
4π

= −1
4
π + 2

√
2πnT + 1

6

√
2π3n3/2T−1/2 + a5n

5/2T−3/2 + a7n
7/2T−5/2 + . . . ,

(6.6) e(T, n) = (1 + πn/(2T ))−1/4
{

(2T/πn)1/2ar sinh
(

√

πn/(2T )
)}−1

= 1 + O(n/T ) (1 6 n < T ),

and ar sinhx = log(x +
√

1 + x2 ). Another explicit formula for E(T ), due to R.
Balasubramanian [2], is based on the use of the classical Riemann–Siegel formula
for ζ( 1

2
+ it) (see [11, eq. (4.5)] or [34, Theorem 4.16]). This is

(6.7)

E(T ) = 2
∑

n6K

∑

m6K,m 6=n

sin(T log n/m)√
mn log n/m

+ 2
∑

n6K

∑

m6K,m 6=n

sin(2θ1 − T log mn)√
mn (2θ′1 − log mn)

+ O(log2 T ),

where θ1 = θ1(T ) = 1
2T log(T/(2π)) − 1

2T − 1
8π, K =

√

T/(2π). Although struc-
turally different, both (6.2)–(6.6) and (6.7) can be used to estimate E(T ) and,
indirectly |ζ( 1

2 + it)|, in view of the bound (see e.g., [12, Chapter 1])

|ζ( 1
2 + it)|2 ≪ log t

(

t+1
∫

t−1

|ζ( 1
2 + ix)|2 dx + 1

)

≪ log t
(

log t + E(t + 1) − E(t − 1)
)

.

The sharpest known bounds for ζ( 1
2 + it) and E(T ) are discussed in the paper of

Huxley–Ivić [9], where the new result of N.G. Watt that

(6.8) E(T ) ≪ε T 131/416+ε
(131

416
= 0.314903 . . .

)

is announced. Thus unconditionally we have that

I1/2(T + H, 1) − I1/2(T − H, 1) =

∫ T+H

T−H

|ζ( 1
2 + it)|2 dt =

(

2 log T + O(1)
)

H

for H = T θ, θ > 131/416. For a wealth of other results concerning E(T ) the reader
should consult [11],[12]. In particular (see Hafner–Ivić [4] and [12, Chapter 3]), we
have

E(T ) = Ω+

{

(T log T )1/4(log log T )(3+log 4)/4)e−C
√

log log log T
}

for some C > 0 and, for some D > 0,

E(T ) = Ω−

{

T 1/4 exp

(

D(log log T )1/4

(log log log T )3/4

)}

.
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Here, as usual, f = Ω+(g) means lim sup f/g > 0, and f = Ω−(g) means that
lim inf f/g < 0 holds. In the other direction, it is commonly conjectured that
E(T ) ≪ε T 1/4+ε holds.

The case of the asymptotic formula for I1/2(T, k) when k = 2 is more involved.
This formula is customarily written as

(6.9)

∫ T

0

|ζ( 1
2 + it)|4 dt = Tp4(log T ) + E2(T ), p4(x) =

4
∑

j=0

ajx
j .

A classical result of A.E. Ingham [10] from 1926 is that a4 = 1/(2π2) and that the
error term E2(T ) satisfies the bound E2(T ) ≪ T log3 T . In 1979 D.R. Heath-Brown

[8] improved this to E2(T ) ≪ε T
7
8+ε. He also calculated

a3 = 2(4γ − 1 − log(2π) − 12ζ ′(2)π−2)π−2

and produced more complicated expressions for a0, a1 and a2. The author [13]
made an explicit evaluation of a0, a1, a2. Modern approaches to the study of E2(T )
involve the use of spectral theory of the non-Euclidean Laplacian. For a compre-
hensive account on this topic and its applications to ζ(s) the reader is referred to
Y. Motohashi’s monograph [29]. The fundamental result is Y. Motohashi’s explicit
formula [28] for

I(T, ∆) :=
1

∆
√

π

∫ ∞

−∞
|ζ( 1

2 + iT + it)|4e−t2∆−2

dt,

under the condition

0 < ∆ 6
T

log T
.

The presence of the Gaussian smoothing factor e−x2

enabled Motohashi to deal
with various convergence problems occurring in the proof. In simplified form, the
formula reads

I(T, ∆) = π2−1/2T−1/2
∞
∑

j=1

αjκ
−1/2
j H3

j ( 1
2) sin

(

κj log
( κj

4eT

))

e−(∆κj/2T )2

+ O(logC T ).

Here the discrete spectrum of the non-Euclidean Laplace operator, acting on the
full modular group, has the form {λj}∞j=1 , λj = κ2

j + 1
4

(κj > 0), ρj(1) is the first

Fourier coefficient of the Maass wave form attached to κj , and

αj =
|ρj(1)|2

cosh(πκj)
.

Further, for arbitrary fixed A > 0, C = C(A) > 0, the above formula holds if ∆
satisfies √

T

logA T
6 ∆ 6 T exp(−

√

log T ).
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The proof of the formula for I(T, ∆) depends heavily on the use of spectral theory,
especially the so-called Bruggeman–Kuznetsov trace formulas, which relate sums
of Kloosterman sums to certain sums involving quantities from spectral theory. Y.
Motohashi and the author [21]–[22] obtained several results on E2(T ) and some
related problems (see also the joint paper with M. Jutila [24]). It is known now
that (f = Ω(g) means that lim sup |f |/g > 0)

E2(T ) = O(T 2/3 logC1 T ), E2(T ) = Ω(T 1/2),

T
∫

0

E2(t) dt = O(T 3/2),

T
∫

0

E2
2(t) dt = O(T 2 logC2 T ),

with effective constants C1, C2 > 0 (the values C1 = 8, C2 = 22 are admissible). Y.
Motohashi [29] improved the omega-result to

E2(T ) = Ω±(T 1/2).

In the other direction, it is commonly conjectured that E2(T ) ≪ε T 1/2+ε holds.
Thus unconditionally we have that

I1/2(T + H, 2) − I1/2(T − H, 2) =

T+H
∫

T−H

|ζ( 1
2 + it)|4 dt =

H

π2
(log4 T + O(log3 T ))

for H = T 2/3 logC T and some suitable C > 0.

In what concerns higher moments (i.e., I1/2(T, k) for k ∈ N, k > 2) there are not
many results. The bound of D.R. Heath-Brown [7] that

I1/2(T, 6) =

∫ T

1

|ζ( 1
2

+ it)|12 dt ≪ T 2(log T )17

still represents essentially the strongest known result on high moments of |ζ( 1
2 +it)|.

Although with the use of methods relating to random matrix theory (see J.B. Con-
rey et al. [5]) it is possible to make plausible conjectures for the asymptotic formulas
for I1/2(T, k) when k ∈ N is fixed, no one has proved yet such an asymptotic for-
mula for k > 3, even assuming the Riemann Hypothesis. The Lindelöf Hypothesis
is equivalent to the bound

∫ T

0

|ζ( 1
2 + it)|2k dt ≪k,ε T 1+ε

for every k > 1 and any ε > 0. There are some other conditional results on
I1/2(T, k). For example, the author [15] proved that the expected bound

I1/2(T, 3) =

∫ T

0

|ζ( 1
2 + it)|6 dt ≪ε T 1+ε

holds if a certain conjecture involving the ternary additive divisor problem (the
summatory function of d3(n)d3(n + h) when h is not fixed) holds.
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7. The bounds over short intervals for σ = 1
2

Although Theorem 1 is valid for σ = 1
2
, one can do considerably better in this

case. Namely, we have the following result of Balasubramanian–Ramachandra,
which is stated here as

THEOREM 2. If k > 1 is a fixed integer, then for C(ε, k) log log T 6 H 6 T/2
we have

(7.1) I1/2(T +H, k)−I1/2(T −H, k) =

T+H
∫

T−H

|ζ( 1
2
+it)|2k dt > (C′

k−2ε)H(log H)k2

,

where

(7.2) C′
k =

1

Γ(k2 + 1)

∏

p

{

(1 − p−1)k2
∞
∑

m=0

(Γ(k + m)

Γ(k)m!

)2

p−m

}

.

The reader may find the proof e.g., in the comprehensive monograph of K. Ra-
machandra [31] (see in particular Remark 2 on p. 45). Therein a historical discus-
sion is also given, as well as many related results involving ζ(s) and the more general
Titchmarsh series, to which the methods of Balasubramanian–Ramachandra apply
as well.

In what concerns upper bounds for I1/2(T + H, k)− I1/2(T −H, k) there are no
non-trivial results (apart from those coming from asymptotic formulas discussed
before when k = 1 or k = 2). To obtain good bounds one then has to assume
the Lindelöf hypothesis (LH, |ζ( 1

2
+ it)| ≪ε |t|ε) or the Riemann Hypothesis (RH)

that all complex zeros of ζ(s) are on the “critical line” ℜe s = 1
2 . Recall that both

the LH and the RH are hitherto unproved, and that the RH implies the LH, but
whether the converse is true is not known. A classical result of J.E. Littlewood
states (see e.g., [34] for a proof) that, under the RH (logℓ T = log(logℓ−1 T )),

(7.3) |ζ( 1
2 + it)| ≪ exp

(

C
log t

log2 t

)

(

C > 0
)

,

which gives a “trivial” upper bound for I1/2(T + H, k)− I1/2(T − H, k). However,
recently K. Soundararajan [33] complemented (7.1) in the case H = T by obtaining,
under the RH, the non-trivial upper bound

(7.4)

∫ T

0

|ζ( 1
2 + it)|2k dt ≪ε T (log T )k2+ε,

which is valid for any fixed k > 0 and any given ε > 0. In view of (7.1) this result,
apart from ‘ε’, is therefore best possible. His method of proof is based on a large
values estimate for log |ζ( 1

2 + it)|, which gives as a corollary (under the RH) the
bound (7.3) with the explicit constant C = 3/8. This improves the earlier value
C = 0.4666 . . . of Ramachandra–Sankaranarayanan [32].

Recently the author [19] used Soundararajan’s method to obtain (under the RH)
a bound for I1/2(T + H, k) − I1/2(T − H, k). The result is contained in
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THEOREM 3. Let H = T θ where 0 < θ 6 1 is a fixed number, and let k be a

fixed positive number. Then, under the RH, we have

(7.5)

I1/2(T +H, k)− I1/2(T −H, k) =

T+H
∫

T−H

|ζ( 1
2 + it)|2k dt ≪ H(log T )k2

(

1+O(1/ log3 T )
)

.

Note that, since H = T θ and θ is fixed, the right-hand side of (7.5) is

≪ H(logH)k2
(

1+O(1/ log3 T )
)

,

which is more in tune with the lower bound in (7.1), although it does not seem
possible to reach the range log2 T ≪ H 6 T by the present method or to remove
O(1/ log3 T ) from the exponent in (7.5).

As already noted, upper bounds of the form

I1/2(T + H, k)− I1/2(T − H, k) ≪ H(log T )k2

can be derived unconditionally in the cases k = 1 and k = 2. They are known to
hold for θ > 1/3 (and even for some slightly smaller values of θ) when k = 1, and
for θ > 2/3 when k = 2. In the case when k = 1/2 it is known (see K. Ramachandra
[31]) that this bound holds unconditionally when θ > 1/2 and for θ > 1/4 under
the RH. No other results of this type seem to be known for other values of k.

Theorem 3 will be deduced from a large values estimate for log |ζ( 1
2

+ it)|. This
is

THEOREM 4. Let H = T θ where 0 < θ 6 1 is a fixed number, and let µ(T, H, V )
denote the measure of points t from [T − H, T + H] such that

(7.6) log |ζ( 1
2 + it)| > V, 10

√

log2 T 6 V 6
3 log 2T

8 log2(2T )
.

Then, under the RH, for 10
√

log2 T 6 V 6 log2 T we have

(7.7) µ(T, H, V ) ≪ H
V

√

log2 T
exp

(

− V 2

log2 T

(

1 − 7

2θ log3 T

)

)

,

for log2 T 6 V 6
1
2
θ log2 T log3 T we have

(7.8) µ(T, H, V ) ≪ H exp

(

− V 2

log2 T

(

1 − 7V

4θ log2 T log3 T

)2
)

,

and for 1
2
θ log2 T log3 T 6 V 6

3 log 2T
8 log2(2T )

we have

(7.9) µ(T, H, V ) ≪ H exp(− 1
20θV log V ).

To see how Theorem 4 implies Theorem 3, first note that the contribution of t
satisfying log |ζ( 1

2
+ it)| 6

1
2
k log2 T to the left-hand side of (7.5) is

(7.10) 6 H
{

(log T )k/2
}2k

= H(log T )k2

.
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Likewise the bound (7.5) holds, by (7.7) and (7.8), for the contribution of t satisfying
log |ζ( 1

2
+ it)| > 10k log2 T . Thus we can consider only the range

(7.11) V +
j − 1

log3 T
6 log |ζ( 1

2
+ it)| 6 V +

j

log3 T
,

where 1 6 j ≪ log3 T, V = 2ℓ− 1
2 k log3 T, 1 6 ℓ 6

3
2 +

[

log 10
log 2

]

. If we set

(7.12) U = U(V, j; T ) := V +
j − 1

log3 T
,

then we have
(7.13)

I1/2(T + H, k) − I1/2(T − H, k) ≪ H(log T )k2

+

+ log3 T max
U

µ(T, H, U) exp
(

2k(U +
1

log3 T
)
)

,

where µ(T, H, U) is the measure of t ∈ [T −H, T +H] for which log |ζ( 1
2 + it)| > U ,

and the maximum is over U satisfying (7.12)–(7.13). If we use (7.7) and (7.8) of
Theorem 2, then in the relevant range for U we obtain

µ(T, H, U) exp
(

2k(U + 1/ log3 T )
)

≪ H log2 T exp
(

2kU − U2G(T )
)

,

G(T ) :=
1

log2 T

(

1 + O
( 1

log3 T

)

)

.

Since ϕ(U) = 2kU − U2G(T ) attains its maximal value at U = k/G(T ), we have

µ(T, H, U) exp
(

2k
(

U +
1

log3 T

)

)

≪ H log2 T exp
(

k2
(

1 + O
( 1

log3 T

))

log2 T
)

= H(log T )k2(1+O(1/ log3 T )),

so that (7.13) yields then (7.5) of Theorem 3.
The proof of Theorem 4 is based on the following lemmas, whose proofs may be

found in [19] or [33].

LEMMA 1. Assume the RH. Let T 6 t 6 2T, T > T0, 2 6 x 6 T 2. If λ0 =
0.4912 . . . denotes the unique positive real number satisfying e−λ0 = λ0 + 1

2
λ2

0, then

for λ > λ0 we have

log |ζ( 1
2 +it)| 6 ℜe







∑

26n6x

Λ(n)

n
1
2+ λ

log x
+it log n

log(x/n)

log x







+
(1 + λ)

2

log T

logx
+O

( 1

log x

)

.

LEMMA 2. Assume the RH. If T 6 t 6 2T, 2 6 x 6 T 2, σ >
1
2 , then

∑

26n6x,n6=p

Λ(n)

nσ+it log n

log(x/n)

log x
≪ log3 T.
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LEMMA 3. Let 2 6 x 6 T, T > T0. Let 1 ≪ H 6 T and r ∈ N satisfy xr 6 H.

For any complex numbers a(p) (p denotes primes) we have

∫ T+H

T

∣

∣

∣

∑

p6x

a(p)

p
1
2+it

∣

∣

∣

2r

dt ≪ Hr!
(

∑

p6x

|a(p)|2
p

)

r

.

Now we can give a sketch of the proof of Theorem 4. We assume the RH and let

x = HA/V , z = x1/ log2 T , A = A(T, V ) ( > 1),

where A will be suitably chosen below. We follow the method of proof of [33] (see
also [19]) and accordingly consider three cases.

Case 1. When 10
√

log2 T 6 V 6 log2 T , we take A = 1
2

log3 T .

Case 2. When log2 T 6 V 6
1
2
θ log2 T log3 T , we take A = log2 T log3 T

2V
.

Case 3. When 1
2
θ log2 T log3 T 6 V 6 (3 log 2T )/(8 log2 2T ) we take A = 2/θ.

Note that the last bound for V comes from the bound (7.3) with C = 3/8 (under

the RH). Suppose that log |ζ( 1
2

+ it)| > V > 10
√

log2 T holds. Then Lemma 1 and
Lemma 2 yield

(7.14) V 6 S1(t) + S2(t) +
1 + λ0

2Aθ
V + O(log3 T ),

where we set
(7.15)

S1(t) :=
∣

∣

∣

∑

p6z

log(x/p)

log x
p−

1
2
− λ0

log x
−it
∣

∣

∣
, S2(t) :=

∣

∣

∣

∑

z<p6x

log(x/p)

log x
p−

1
2
− λ0

log x
−it
∣

∣

∣
.

This means that either

(7.16) S1(t) > V1 = V

(

1 − 7

8Aθ

)

or

(7.17) S2(t) >
V

8Aθ
,

since we easily get a contradiction if neither (7.16) nor (7.17) holds. Let now
µi(T, H, V ) (i = 1, 2) denote the measure of the set of points t ∈ [T − H, T + H]
for which (7.16) and (7.17) hold, respectively. Supposing that (7.16) holds then, by

using Lemma 3 with a(p) = log(x/p)
log x p−λ0/ log x, we obtain

(7.18) µ1(T, H, V )V 2r
1 6

∫ T+H

T

|S1(t)|2r dt ≪ Hr!
(

∑

p6z

1

p

)r

.

The condition in Lemma 3 (xr 6 H with x = z) is equivalent to

(7.19)
Ar

V log2 T
6 1.
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Recalling that
∑

p6X

1

p
= log2 X + O(1),

it follows that

log z =
log x

log2 T
=

Aθ

V log2 T
log T 6

log T

log2 T
,

since A 6 V in all cases. Therefore we have

(7.20)
∑

p6z

1

p
6 log2 T (T > T0).

Noting that Stirling’s formula yields r! ≪ rr
√

re−r, we infer from (7.18) and (7.20)
that

(7.21) µ1(T, H, V ) ≪ H
√

r
(r log2 T

eV 2
1

)r

.

In the Cases 1. and 2. and also in the Case 3. when V 6
2
θ log2

2 T , one chooses

r =

[

V 2
1

log2 T

]

(

> 1
)

.

With this choice of r it is readily seen that (7.19) is satisfied, and (7.21) gives

(7.22) µ1(T, H, V ) ≪ H

√
V

log2 T
exp
(

− V 2
1

log2 T

)

.

Finally in the Case 3. when 2
θ

log2
2 T 6 V 6 (3 log 2T )/(8 log2 2T ) and A = 2/θ, we

have

V1 = V

(

1 − 7

8Aθ

)

= V

(

1 − 7

16

)

>
V

2
.

Thus with the choice r = [V/2] we see that (7.19) is again satisfied and

√
r
(r log2 T

eV 2
1

)r

6
√

V

(

2 log2 T

eV

)r

6 V
1
2− r

4 ≪ exp(− 1
10V log V ),

giving in this case

(7.23) µ1(T, H, V ) ≪ H exp(− 1
10

V log V ).

We bound µ2(T, H, V ) in a similar way by using (7.17). It follows, again by
Lemma 3, that

( V

8Aθ

)2r

µ2(T, H, V ) 6

∫ T+H

T

|S2(t)|2r dt

≪ Hr!
(

∑

z<p6x

1

p

)r

= Hr!
(

log2 x − log2 z + O(1)
)r

≪ H
{

r
(

log3 T + O(1)
)}r

.
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We obtain

(7.24) µ2(T, H, V ) ≪ H
(8A

V

)2r
(

2r log3 T
)r ≪ H exp

(

− V

2A
log V

)

.

Namely the second inequality in (7.24) is equivalent to

(7.25)

(

A

V

)2

r log3 T ≪ exp

(

− V

2rA
log V

)

.

In all the Cases 1.-3. we take

r =

[

V

A
− 1

]

(

> 1
)

.

The condition xr 6 H in Lemma 3 is equivalent to rA 6 V , which is trivial with
the above choice of r. To establish (7.25) note first that

(7.26)

(

A

V

)2

r log3 T 6
A

V
log3 T.

In the Case 1. the second expression in (7.26) equals log2
3 T/(2V ), while

exp

(

− V

2rA
log V

)

= exp
(

−( 1
2

+ o(1)) logV
)

= V −1/2+o(1).

Therefore it suffices to have

log2
3 T

V
≪ V −1/2+o(1),

which is true since 10
√

log2 T 6 V . In the Case 2. the analysis is similar. In the
Case 3. we have A = 2/θ, hence (A log3 T )/V ≪ (log3 T )/V and

exp

(

− V

2rA
log V

)

= exp
(

−
(1

2
θ + o(1)

)

log V
)

= V −(
1
2 θ+o(1)),

so that (7.25) follows again. Thus we have shown that in all cases

(7.27) µ2(T, H, V ) ≪ H exp

(

− V

2A
log V

)

.

Theorem 2 follows now from (7.21), (7.22) and (7.27). Namely in the Case 1. we
have

V 2
1

log2 T
=

V 2
(

1 − 7
4θ log3 T

)2

log2 T
6 V

log V

log3 T
=

V log V

2A
,

which gives (7.7). If the Case 2. holds we have again

V 2
1

log2 T
=

V 2
(

1 − 7V
4θ log2 T log3 T

)2

log2 T
6

V 2 log V

log2 T log3 T
=

V log V

2A
,



Mean values results for the Riemann zeta-function in short intervals 21

and (7.8) follows. In the Case 3. when 1
2θ log2 T log3 T 6 V 6

2
θ log2

2 T we have

µ(T, H, V ) ≪ H exp
(

− V 2
1

log2 T

)

+ H exp(−θV log V )

≪ H exp(− θ

20
V log V ),

since
V 2

1

log2 T
>

V 2

4 log2 T
>

θV log2 T log3 T

8 log2 T
>

θ

20
V log V.

In the remaining range of Case 3. we have

µ(T, H, V ) ≪ H exp(− 1
10

V log V ) + H exp
(

− V

2A
log V

)

≪ H exp(− 1
10V log V ) + exp(− θ

4V log V ),

and (7.9) follows. The proof of Theorem 4 is complete.
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mathématiques et naturelles, Sciences mathématiques No. 32, pp. 13-32.

[10] A.E. Ingham, Mean-value theorems in the theory of the Riemann zeta-function, Proc. London
Math. Soc. (2)27(1926), 273-300.
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