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1. Introduction

Analytic Number Theory is no doubt the most interesting subject. It deals with the application of Analysis, both real and complex, to the study of Numbers. It includes Primes, Transcendental Numbers, Diophantine equations and other questions on $1, 2, 3, 4, 5, \ldots$. Study of the Riemann zeta-function ($\zeta(s)$) is intimately connected with that of primes. As an elderly\(^1\) gentleman, who has worked in Analytic Number Theory for more than forty five years, I am concerned with the following problem: **How can a beginner contribute a paper and how to be a professional mathematician sustaining research activity throughout?**

There is no general solution. One way is to study the papers by G. H. Hardy, J. E. Littlewood, I. M. Vinogradov, P. Erdős, S. S. Pillai, S. D. Chowla, R. P. Bambah, K. Ramachandra, R. Balasubramanian, T. N. Shorey and others. Unless there is a strong group of people interested in this area at a concentrated place or state, the school which S. Ramanujan would have liked will be unheard of in the days to come. It is already so and we are disappointed at this.

Below we list some problems which are not easy but likely to be solved in not too distant a future. They may be difficult. These are not the only problems to be solved. But students can get an idea of what problems are not likely to be too difficult by talking to experts. Now I consider the problem **How to keep the pot boiling**. I list a few problems which may be very difficult, but probably there is some chance of being solved. A great monumental book to be written in golden letters is the book by G. H. Hardy [2], which every aspiring researcher must read.

---

\(^1\)Ramachandra mentions his age as 71 at the time of writing this article; since he was born in the 1933, we can presume that this may have been written in 2004.
2. Problems.

1. I begin with a problem by M.Jutila, myself and T. N. Shorey ([7], [8]). Let \( k \geq 1000 \) be any fixed integer. Let \( n_1, n_2, n_3, \ldots \) be the sequence of all positive integers all of whose prime factors are \( \leq k \). It is trivial to prove that the maximum gap is finite and \( \leq k! \). In a series of papers (written individually and jointly) we proved that

\[
\text{(maximum gap)} \left\{ k(\log k)^{-1} \frac{\log \log \log k}{\log k} \right\}^{-1}
\]

is bounded above by a constant \( C > 0 \). To compute admissible constant \( C \) is not easy and was done by Stephen Astels in his master’s thesis in 1995. The title of the thesis is *On integers with a large prime factor*. In fact, he worked out an explicit version of the result in [7]. The problem is to prove that \( C \) can be replaced by any \( \epsilon > 0 \) and all \( k \geq k_0(\epsilon) \).

2. Let \( a \) and \( b \) be non-zero complex numbers such that \( a/b \) is irrational. It is not hard to prove that \( \exp(az) \) and \( \exp(bz) \) are algebraically independent. Consider the set \( V_a \) of complex numbers \( \alpha \) such that \( \exp(a\alpha) \) is algebraic. C. L. Siegel and T. Schneider proved that as a vector space over rationals \( \dim(V_a \cap V_b) \leq 2 \) (rediscovery by S. Lang and myself independently of each other). Using this it was possible to deduce as a corollary ([4]) the following. Let \( t \) be any fixed transcendental number. Consider the number \( f(N) \) of algebraic numbers in the finite set

\[
2^t, 2t^2, 2t^3, \ldots, 2t^N.
\]

Then for all \( \epsilon > 0 \) and all \( N \geq N_0(\epsilon) \), we have

\[
f(N) \leq \sqrt{(2N)} (1 + \epsilon).
\]

*Improve the constant 2.*

3. The famous Catalan’s conjecture (now a theorem of P. Mihăilescu (see [9])) says that the numbers \( 8(= 2^3) \) and \( 9(= 3^2) \) are the only consecutive numbers which are powers. R. Tijdeman proved that if \( n \geq N_0 \) (an effective constant) then both \( n \) and \( n+1 \) cannot be powers. His proof depended very much on the deep work of A. Baker on linear forms in the logarithms of algebraic numbers. Things like \( n, n+2 \) cannot both be powers if \( N \geq N'_0 \) are very much open. S. S. Pillai had proposed the following

**Conjecture.** Let \( a, b, c \) be fixed positive integers. Then the equation

\[
ax^m - by^n = c \quad (m > 1, n > 1, mn \geq 6)
\]

has only finitely many quadruplets of positive integers \( (x, y, m, n) \).

Of course \( x^2 - 61 \ y^2 = 1 \) has infinitely many solutions in positive integers \( x, y \).
4. Let \( s_1, s_2, \ldots \) be the sequence of integers (in the increasing order) represented by the quadratic form \( x^2 + y^2 \). Then \( s_{n+1} - s_n = O(s_n^{1/2}) \) is trivial since \( \max_x |x^2 - n| = O(n^{1/2}) \). S. D. Chowla and R. P. Bambah have proposed the problem of proving \( s_{n+1} - s_n = o(s_n^{1/4}) \).

5. It is well known that \( \sin \frac{\pi}{9} \) is an algebraic number of degree 3 but not expressible in terms of real radicals. In his fundamental paper (see [10]) S. Ramanujan has expressed \( j(\alpha) \) (\( \alpha \) imaginary quadratic) and similar values of related modular functions in terms of real radicals for some special numbers \( \alpha \). By the theory of complex multiplication \( j\left(a + \frac{b\sqrt{d}}{c}\right) \) (\( a, b, c, d \) integers with \( d < 0, b/c > 0 \)) are all algebraic numbers. Characterise those \((a, b, c, d)\) for which \( j\left(a + \frac{b\sqrt{d}}{c}\right) \) can be expressed in terms of real radicals.

6. On Riemann hypothesis we have \( p_{n+1} - p_n \ll p_1^{1/2} \log p_n \) (where \( p_n \) is the \( n^{th} \) prime), but we have no way of proving \( p_{n+1} - p_n \ll p_1^{1/4} \). I defined for \((n \geq 1, \alpha > 0)\), \( P(n, \alpha) \) to be the maximum prime factor of \( n+1, n+2, \ldots, [n+n^\alpha] \). I proved that for some \( \alpha < \frac{1}{2} \) we have \( P(n, \alpha) \gg n^{1/4} + \frac{1}{12} \) (without any hypothesis.) This question was taken up by many mathematicians and they have improved this. There was a considerable progress if \( \alpha = \frac{1}{2} + \epsilon(\epsilon > 0 \text{ any constant}) \). The latest is by D. R. Heath-Brown and Ming-Chit-Liu who proved \( P(n, \alpha) \gg n^{25/26} \) if \( \alpha > \frac{1}{2} \). Try to work around this problem (prove \( P(n, \frac{1}{2}) \gg n^{1-\epsilon} \) on RH).

7. Let \( a_1, a_2, \ldots \) be any sequence of complex numbers with \( \sum_{n \leq x} a_n = O(1) \). Let \( f(s) = \sum_{n=1}^{\infty} \frac{a_n}{n^s}, \sigma > 0 \).

(a) Prove that \( \zeta(s) + f(s) \) has infinitely many zeros in \( \sigma \geq \frac{1}{2} \).

Remark. R. Balasubramanian and myself have proved that there are \( \gg_\delta T \log T \) zeros in \((\sigma \geq \frac{1}{2} - \delta, T \leq t \leq 2T)\) for any fixed \( \delta > 0 \).

(b) Prove that
\[
\int_T^{2T} |\zeta(s) + f(s)|_{\sigma=\frac{1}{2}} dt \gg \int_T^{2T} |\zeta(s)|_{\sigma=\frac{1}{2}} dt
\]

Remark. This was proved with \( \sigma = \frac{1}{2} - \delta \) by R. Balasubramanian and myself.

(c) Prove that the number of zeros of \( \zeta(s) + f(s) \) in \((\sigma \geq \frac{1}{2} - \delta, T \leq t \leq T + T^{1-\epsilon})\) is \( \gg T^{1-\epsilon} \log T \) for every fixed \( \delta > 0 \) and \( \epsilon > 0 \).

8. Develop a general theory of zeros of Dirichlet series (and more generally of generalised Dirichlet series). R. Balasubramanian and myself wrote 19 papers on this topic (sometimes jointly and sometimes individually; one of them is a joint paper with A. Sankaranarayanan). We considered Dirichlet series \( F(s) = \sum_{n=1}^{\infty} \frac{a_n}{n^s} \) with certain conditions on the coefficients \( a_n \).
\[ \sum_{n=1}^{\infty} b_n n^{-s} \] (and more generally generalised Dirichlet series) with \[ \sum_{x \leq n \leq 2x} |b_n^2| \gg_{\epsilon} x^{1-\epsilon} \] for every \( \epsilon > 0 \). We assumed that \( F(s) \) can be continued analytically in \( (\sigma \geq \frac{1}{2} - \delta, t \geq t_0) \) and there \( |F(s)| \ll t^{\Delta} \) where \( A > 0 \) is a constant. We proved that the number of zeros of \( F(s) \) in \( (\sigma \geq \frac{1}{2} - \frac{\delta}{2}, T \leq t \leq 2T) \) is \( \gg T^{1-\epsilon} \) for every \( \epsilon > 0 \). Improve this to \( \gg T \log T \). Various results have been proved in 19 papers.

9. Assuming the Riemann Hypothesis, E. C. Titchmarsh has proved that
\[ \left| \sum_{n \leq x} \mu(n) \right| \leq x^{\frac{1}{2} + \theta} \] where \( \theta = \frac{c}{\log \log x} \) \((c > 0)\).

Recently H. L. Montgomery and H. Maier have replaced \( \frac{c}{\log \log x} \) by \( c(\log x)^{-\frac{22}{31}} \).

10. A. Selberg has proved that
\[ |\zeta\left(\frac{1}{2} + it\right)| \ll t^\phi \] where \( \phi = \frac{c}{\log \log t} \) \((c > 0, t \geq 1000)\).

**Problem.** Improve \( \log \log t \) to \( (\log t)^{\lambda} \) for some \( \lambda > 0 \).

11. Myself and A. Sankaranarayanan have proved that
\[ \min_{T \leq t \leq 2T} \max_{\sigma} |\zeta(s)|^{-1} \leq \exp(c(\log \log T)^2) \].

Improve this.

12. On Riemann Hypothesis, A. Selberg has proved that
\[ \gamma_{n+1} - \gamma_n \ll (\log \log \gamma_n)^{-1} \]
where \( \gamma_n \) is the ordinate of the \( n^{\text{th}} \) zero of the Riemann zeta function. Improve this. Unconditional results of the type \( \gamma_{n+1} - \gamma_n \ll \gamma_n^\alpha \log \gamma_n^\beta \) are available as follows:
R. Balasubramanian: \( \alpha = 1/6 + \epsilon, \beta = 0 \), J. Moser: \( \alpha = 1/6, \beta = 5 + \epsilon \),
A. A. Karatsuba: \( \alpha = 5/32, \beta = 2 \), A. Ivić improved Karatsuba’s exponent \( 5/32 = 0.15625 \) to \( 0.1559458 \ldots \) A good reference for these results one can consult the book by A. Ivić ([3]).

13. Let \( \beta_n + i\gamma_n (\gamma_n > 0) \) be all the zeros of \( \zeta(s) \) arranged in the non-decreasing order of \( \gamma_n \). Then E. C. Titchmarsh has proved that
\[ \gamma_{n+1} - \gamma_n \ll (\log \log \log \gamma_n)^{-1}. \]

Myself and A. Sankaranarayanan have proved that either
\[ \gamma_{n+1} - \gamma_n \ll (\log \log \gamma_n)^{-1} \]
or there is a zero in $\sigma \geq \frac{1}{2} + (\log \log \gamma_n)^{-1}$, $|\gamma_n - t| \leq K \log \log \log t$ where $K > 0$ is a constant and $\gamma_n \geq c$.

14. Consider the theorem of E. Landau on the singularity of Dirichlet series with positive coefficients. R. Balasubramanian and myself have made it effective when the singularities are all poles. Try to make Landau’s theorem effective in the most general case.

15. If $\sigma \geq 1 - (\log t)^{-\alpha } (\alpha > 0)$ is zero-free, it is not hard to prove that (3)

$$\pi (x) - \text{li} (x) = O(x e^{-cY}), \quad Y = (\log x)^{1+\alpha}$$

where $c > 0$ is a constant. P. Turan has proved the converse by his method of power sums. His method is not simple. Try to give a simple proof.

Myself, A. Sankaranarayanan and K. Srinivas have proved (by a simple method) that things like

$$\sum_{n \leq x} \mu (n) = O(x e^{-cY})$$

and also

$$\sum_{n_1, n_2, \ldots, n_k \leq x} \mu (n_1) \mu (n_2) \ldots \mu (n_k) = O(x e^{-cY})$$

imply the corresponding zero-free region (6). Here $k \geq 1$ is any fixed integer.

16. Vinogradov’s theorem. Try to study the proof of the theorem

$$|\pi (x) - \text{li} (x)| \leq x\{\exp((\log x)^{3/5} (\log \log x)^{-1/5})\}^{-\lambda}$$

where $x \geq 1000$, and $\lambda > 0$ is a certain absolute constant. This theorem is due to I. M. Vinogradov. He thought that he had a proof of

$$|\pi (x) - \text{li} (x)\} \leq x\{(\exp (\log x)^{3/5}\}^{-\lambda}$$

But there was a mistake. For the latest result interested reader may refer to [5]. I. M. Vinogradov’s theorem is very deep and more than 80 years old. A trivial result is

$$|\pi (x) - \text{li} (x)| \leq x(\exp \sqrt{\log x})^{-\lambda};$$

I mean that it does not require deep estimations.

17. These are not the only problems. You can frame it yourself or consult experts.
References