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§ L. Introduction

The object of this note is to prove the following (all
constants in the coursé of this work are effective positive
constants) theorem.

Theorem | :

Let k and m be any two fixed natural numbers and let
1

100 < (log T) 0 < H < T. Then for any non-negative integer |
and all T > TO (k, 1, m) we have,

T+ H !
| | d k
; ((2(s))) dt
H Tf dsl s =4%+it
>Ck, ; (log H)>‘, Q)
k2

where N\ =1 + 3 and Ck / is a positive constant depending

only on k and I. As simple special cases, we have,
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F+ H , -
7 |ra+i | a0 os @
T ;
and
T+ H
7 J |va-+ i | dt > aog 1)} ®
T

where, as usual,

.\ —1 @ n—1
& Sy " 4} — 1t (;,l)__, (4
- it + ) (1 2 ) nil a “4)

It must be remarked that these results generalise easily to
zeta functions of algebraic number fields and so on. To enable
this we state our result in the following form.

Theorem 2 :
Let {an }. be u sequence of complex numbers, and A 1’
,Az,.......'..A./, be positive constants satisfying the following

conditions.
o la_ [?
(i) For 1<0 <2, the series 3 *—J; converges and lies
) n=1 n

between Ay B (o) and A, B(9) where B (0) = ( I )I‘
-1

for some positive constant [t (we can also work with more general
functions B (¢) as can be easily seen).

(ii) Let A3 g)\l <)\2 <7\3 L vveeennn Where, for n>1_

>‘n+l'->‘n > By el Ap < Ag 0.
©® a 2
(iii) Let F (s)=( 3 2 (which is a regular function
n=1] s

An
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of s=6 +it by assumption (i) in ¢ >1) admit an analytic continu-
ation in t=>A¢ >10,0> } and there |F(s)l< Exp ((log t)A7) .
Then for any non-negative integer | and all T>T0(l,m,Al...A7)

_(with m, H as in the statement of Theorem 1), we have,

| [T+H
7J
T

where the constant implied by the Vinogradov symbol 3> is
independent of m, T and H.

VFD qping de>B + Ly ogHy! ()
log H

Remark | : As a historical introduction to our theorems
we mention that ours is an attempt to get a lower bound for

1 T+H k
i g a
] \

where H and T are positive. So far the only result known in
this direction is an old result due to E. C. Titchmarsh and his
result (see Theorem 7. 19 of his famous book [6]), asserts
that if 0 < 3 < } then '

*® k2| 4
[ itk as g g) " @
0

where k is an even positive integer. Given (6) for any (positive
real) k we can deduce for the same k (as far as I am aware)

only ,
2T k2

. 1 . T a
lim sup (( T f i (@G + i) lk dt) (log T) ) >0. ()

——> 0 T -
It is also obvious that given (7) with *‘lim sup”’ replaced by
“ lim inf”’we can recover (6) for the same k. But (7) does
not seem to imply (6). Because of some difficulties of principle,
Titchmarsh had to restrict his proof of (6) only to even positive’
integers k. By certain improvements oo the method of
Titchmarsh we have achieved in this paper the proof of (6) for
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all positive integers k and not only that. But we establish (7)
with ‘““lim sup ™ replaced by *‘lim inf”’. Yet another point
which I have to say is that we can handle things like

- T+H T+H .,
1 .k i 1 f d _k .
Hf | T(+in| dt and 2 dtl((,(f}%-u)) t
T T
d 73 7 l l b d " 'd d h ]Og H :
and get “optimal lower bounds’ provided that wlog log T 1s

bounded below by a positive constant. All these things are
clear from the statement of our Theorem 1. We have used the
phrase ‘“‘optimal lower bounds’’ to mean ‘‘what is believed to
be optimal”’. 1In a forthcoming paper ‘‘Some remarks on the
mean value of the Riemann zeta-function and other Dirichlet
series 111’ I show actually that

TeH ke,

1 d k 4

i | Sarin®|a=o (vgmt )
T dt

under certain conditions on H and k and in particular when
0< k<4, kis real, 0 < ! < k (this restriction on [ is
unnecessary if k is an integer) and H=T. As is well known
we do not need Riemann hypothesis when £=0, 2 and 4. But
T prove this result also when k=1. However when 0 < k < 4
and k # 1, 2, I need the assumption of a hypothesis which is
slightly weaker than Riemann hypothesis. Every expert
believes that this is true at least for all integers & > 0 provided
H=T; but nobody appears to have proved this result say even
for k=6 on the assumption of Riemann hypothesis.

Remark 2: In a previous paper [4] with the same titie
as the present one, I considered (1) where k is any real

number > 1 and obtained an imperfect result where (log H)X

is replaced by (log H)>‘ (log log H)—C where C was a
positive constant depending only on & and /. In this greater
generality it remains now to improve this resuit by knocking
off the factor (Jog log H)“C .
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Remark 3 : [ take this opportunity to explain a certaia
term “Frequency of Titchmarsh’s pheanmsznon’’ with reference
to mean value of Dirichlet series. Since all these idzas stem
from the work of Titchmarsh I prefer to define a class of
Dirichlet series (which I prefer to call Titchmarsh series and
for some reasons I feel it better to call it Kummer-Dirichlet-
Titchmarsh series or briefly K. D. T. series) which I call

K.D. T.series. Letl=XA; < A: < A3 < oot I where
1

1 _ y A " .
q< xn-z-l )\" < A where 4 is a positive constant > 1

Let { @, } bea sequeace of complex numbers which may depead

on a parameter H > 10, with the properties a; = 1 and
A ® i
la, | < O‘n H)". Surely F(s) = 3 (an)\n ) converges
n=1

absolutely and heace uaiformly in a half plane. F(s) is called
a KDT series if there exists a family of rectangles

. 1
R(T, H)= { 0>}, T<t<T+H} where 10<(log T) 1 < HLT
and T — o, such that F(si admits an analytic continuation
into every one of them and there |F (s)I <Exp ( (log T)A ). Let

L (T, H) denote the left hand side of the rectangle R (T,H).
1 start by proposing the

Conjecture :

l &
- f Fg+inPdt >C, 3 ‘a_n‘_
L(T, H) Ap<X N,

where X=2+107 84 11 and C 4 > 0 depends only on 4.

For a long time I have many results with me in the direction
of this conjecture. 1 take this opportunity to state one or two
of them. (The others along with these and detailed proofs will
appear elsewhere). One of my theorems is as follows :
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1 . — B,
(H f @+ dt)+ l>CA((log H)
L(T, H) ;

2 -1 ( log An )2 £ X A2 Ez)
Z ‘ 4, I )‘n log H ( log )\n ) -
(

A, <X 8)

where as before CA > 0 depends only on 4, and E2 is a

positive integer (depending only on A4), and X=2+10"%4 H.
The result (8) is interesting first s a general result and next
for the fact that it covers two important results as corollaries.

Forif (((s)) &= 3
1

, we have from (8),

n
T+H o -
1 2 -
—_ ] 2
b7 f (T @+in) de > CA( (log H)
T :
(d tm) ) ( logn \*2 X 2’32)
Z n log X tog %)
nX
L?CAR, say.

2
While well-known results show that R >> (log H)k . we also

have
1

max 1Ca+ini>@c, R 9)
1 € L(T, H)
providéd k < log H.  The authors of [3] have shown that
maximum of the RHS of (9) as k varies is attained in k<log H
and that if
3 1

log log H \ / PN
= —= x (3 C, R)*K
0 ( g ) e max(} €y By ) o
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then Q is bounded below by a positive constant. But Dr.

R. Balasubramanian has shown (subsequently: by an ingeneous
reasoning that lim Q exists as H — = and is equal 10

P (TS

k7°

~— dg ) 2 1e%h %) )1y

Professor H. E. Richert took a keen interest in computing
this constant His computer calculations show that it is
0.75......Accordingly

LG+ >E (-§ (~~»'3gH )"“) 12
‘max 1 { (& + it) | > Exp 3 loglogH) (12)
T<I<T + H

' et &)
where 100000 +5 (log T) JeRem < H< T. In earlier papers

than my joint paper {3], I dealt with problems considered
here and some other problems. [ use the word Titchmarsh’s
phenomenoan to those problems considered here and some other
problems considered in some other papers of mine viz. [11,[2],
[3]and [4]. Sometimes as in [4] [ deal with real k as well.
In addition to (8) [ quote another result (in the direction of my
conjecture) of mine namely

1§ f LF (4 +i0)12di+ 1> C, (loglog H) ~2
L(T, H)
log)\ 2
(zx g )(8’

which is nearly contained in a result included at my request by
Dr. R. Balasubramanian in pages 571-575 of his paperin
Proceedings of the London Math. Society (3) 36 (1978) 540-576
Results like (8) or (8)’ or even some of my earlier results are
enough to prove (12). But we have always to use the ingeneous
limit evaluation (11) of Dr. R Balasubramanian to prove such
a powerful result as (12). (8) and (8)° have been improved
by me to
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2

r l‘fzz_zu(, log A1 ) e
>S4 z Xy "~ logH log log H ®)

N X .
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The proofs of Theorems 1 and 2 depend on an idea (embo-
died in Theorem 4 below) which seems to be new. For conveni-
ence we split up the proof into six sections (sections § 2to § 7).
The proof is self contained and a beginner of complex function
theory (of the Hardy-Titchmarsh style) should have no diffi-
culty in verifying the steps involved in the proof.

§ 2. A Preliminary Lemma

. With any complex valued function f (x) where x is real or
complex and with any real d > 0 and any integer / > 0 we
introduce the function A d 1 f(x) defined by

Dy ([ F3) =1 —(:)f(x +d) + (;)f(x+2d)~...+...

+(=Dlfx + 1y,
f (%) bzing defined in the necessary range. Under the assump-

tion that f(») is (as a function of the Real part of x) / times
continuously differentiable, we have,

Lemma |:
Ad,l(f(x)) =

; 4 d 0 : '
(- S.oS | (x+ul+u2+...+u[)dul Y
o O

k4

Proof. Follows by induction.
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§ 3. A Few Definitions and Notation

Let & be a positive constant satisfying 0 < 3 < 1. We start

with four quantities ¥, X, H and T such that 10 < (log T)°
1

<H<T,10<Y:X10<X<H. Cl’ C2, . C5 are

positive constants independent of another set of positive
constants Kl’ KZ’ e K6. The latter will be chosen to suit our

convenience. Throughout, the variable 7 will be supposed to
exceed an effective positive constant depeading upoa 9, Cl’ cee s

C 5 Kl’ . K6 and /. (This 8 need not be confused with the
¥ in equation (6) of the introduction).

Lct 0 < AI<X2 < “ee.ien, X”+l—.kn>>lf and A.”:'O‘(n).
Let {a,} be a sequence of complex numbers such that

<o

a
n
2 g converges absolutely somewhere in the complex
n=1 An
plane.
We write
© >\I’I 2
V) = ( Z & ) i
n=1
- >‘n
Y2
e 3 3
(X, >\)

m=1 n=1
8,() = Ap ; (¥ (942 ¥, (s) log X),
92 (s) = AD ! (\le (sj+2 \Pz (s) log X),

(D is a real number to be fixed later) and set out to prove that
2 (@} defined by



10 ‘ K. RAMACHANDRA

T+H
1
L@ =5 f  Ge,0 ) d,
2 H 2 ) s=0'+'il
T
is large in some sense. We also write
T+H
1
ney =5 [ ey e )

§ 4. Study of 1; (@) and 1, (@). We begin with the
remark that I‘ (o) and Iz‘ (o) alter only by‘ o (I) when we
change the end points of the interval [T, T+ H] of integration.
by quantities which are O (H *). We now start with the integral

w—s e(w-—s)‘m’*'2

1 f (01 w) — 02 W)Y
A dw
el R ’ (W - s)2
where w = u+iv, a=a large positive integer constant, and tﬁe
path of integration is the boundary of the rectangle R with
corners (al—i ®,a — ioco, al+i @, ¢l+i ®, T, — i ).

We have assumed that oy <o <ay, (al is a large constant)

and indicated five points (instead of four corners) in order to
specify the orientation of the path (it is anticlockwise). From
this integral one can deduce that,

T+ H
1
w10/ 0-0, () +10g Y (@, ()-0, () 1 dr
T

T+H
G RE)

1

100
+ O (X ). (13
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To prove this we argue with the limits T, T+ H (of integration)

on the left replaced by T+H%, T+H-H L3 Next we change
back to the original limits.

Let us now make the assumption that

T+H
1
- ("f}f H8y(9) d‘)
1 ) T
) = jop & R 2+ng
T+H
1
o B) A (14
H f LA
T 0'»_0'1
2

wht:retr2 > crl 4 l‘;‘g—} .

From (14) and Cauchy’s theorem it follows that

] .
max (H f | 02.(5) | dt) -
<00,
T+ H
log X

o ——H—Tf tel(s)loacldt). 15)

From this and (13) it follows that iflfl<0'<°'2. then,
T+H
1
71f 101 (S)+01's)longdt

T+H
1
“(sf 19,01 a)
( T 7=

O (-~ y==%)y L oo X)) (16}
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The left hand side in (16) is >
T+ H T+H

fog ¥ 1
W lo, o -, 1oy o1a
T

Note that
19, ()| >2lg X V¥ (9] —| ¥ )|

l. [\ ' o
*nzg (”)(ZMgk quss+va
v=1

+ 1%y s+ # D)),
18y ()] < 2log X | ¥ () | + | ¥y ©) |

1
< Z (’I,) 2 log X l \pl (s+2D) l
v=1 ‘

+ 1% s+ 2 D)),
and

10,() | < 1y ()] +2log X | ¥y ()]

!
!
e z (y) (2log X l\,lfl’(s-’rﬂD)l
v =]

+ 1V "6+ 2D)|).

)]

(18)

(19)

(20)

‘We can now integrate from T to 7+ H in (18), (19) and (20)

T+H
snd we get lower and upper bounds for %{ f I 91 (s) [ dt
T
T+-H
and an upper bound for I‘f f 191' (s ] dt valid in
T

a <o=;.02_
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To facilitate computations we use the following special
case of a theorem of H. L. Moatgomery and R. C, Vaughan
as a lemma in the course of our work.

Theorem 3: We have

T+H o .
2N

b 15w
DACHONT S

- An are bounded below, and

where X\ a = O (mand \
0 <Py €Ay < i

n+1

Remark : This special case admits of a simple proof
{sce [5] ).

Before proceeding further we record a few simple lemmas.
(Also to simplify matters we assume condition (i) of Theorem 2),

Lemma 2: Ify<o <1land j=1, 2, 3, ......, we have
{of course, not uniformly in j)

» -
—-j—-H
z s (og X ) = @ ir =3 ;.
Proef.
J o)
-2y /! )
L H.S = (i);_g ( z ) '
i 4 }\ 2w i a)J"‘l
A | | "
the path of integration being the circle | w—0 | = vx&)— >

traversed in the anti-clockwise direction.
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Lemma 3: We have

2 A
° .12 -
v Anl X
x 20 °
n=1 n
@ 2
}e-lz tanL‘L ( ’”)
n=1 hnz‘u o *)”

Proof We have only to observe thate % > ¢}

,

2

1 1 1
2" 20 —f( —-§) et}
)\nv 7\n( ¢ . ((-—J;) *)

Lemma 4: We have,

X ' X ,
if >\n < — and also if 7\” > — , we have

x i
2

T+H o a n
1 n X
e f z dt=O0(B(29)).
H £\ S
T u=1
Also the quantity on the left is
£y :,
>C Baoy+0( 2 BQO), (21)
Kl
provided 1 > ¢ =} + log T
2 N,
Proof In Th 3 L, X .
, . selli
n Theorem 3 we use H < H?\n L

= O (1) and this gives the first part. To prove the second part
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n »
we use the following facts. In1 - O (”‘) we need codsider

only terms for which n exceeds a small positive constant
multiple of H. In this portion of the sum,

2 ?x"
5 Ia,, {‘ X
H /\2« ¥
B T
2 )gn
nia {2 e &
- @ (-—1- N " )
- H < . 2( ¢+¢)
n A
n
) K
where § = (f—l*) d so 2 : w
. Fi 3 and so ¢>§(0~l)>2!ogx . €
2 xll
"X
next use e < E}T— and that )‘n > n. This completes
n
the proof of Lemma 4
Ltemma 5: We have
B2e)
= f ’ ¥y o | dt = ( ) 2y
and
' T+H
=1 , , B(lo) "
};f xlfl(s)idt=0( » (23»

T

Preof. Follows from Holder’s inequality and ‘Theorem 3-
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, We now assume

Ky &y
4 + Jog ¥ <o <} 4+ log X where K‘ is a large constant and
K K K
; 3 34+ 74
K2>K1' chowsetvl:a}%-logx,':j-*— Tog X °
I £ T B .
2—%"_ log X an T logX
From equations (16) to (23) we get
55
.. 2 .
B == Gyt 3
¢ A+1
10(X; + Ky) (K3 + Kp
_ M
! l 10
2 C4 2 C5 e
- P‘ T (24
(Ky+Ky+ Kg) K, K,

{the real parts of all the numbers s, s + » D which appear in
the defipition of Ol (s) and 92 (5) when we put ¢ = the numbers

above involving K K K are such that they can be accommeo-
dated in the inequahtymvo!vmg K‘ K Kl’ Kz will be chosen

in this manner).

4 6
and then choose a large constant K3. This contradiction proves

To contradict (24. it suffices to put K3 =\K,and K, = Kg

thac (14 s false. Since our computationas show also that

T+H

;I,f lel(s)
F

s 4

dt >> (log X) s
0":.01
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We must therefore have
' T+H

max (—II} f iel )
1 1 T

5 T ¥ = =% ek

ar)

E+1
> (log X)

§ 5 Main Result

We now collect the result proved so far. It is our first
main result and runs as follows.

“Theorem 4: v
Let 10 < X < H,0 < Ay < Ay <...where X\, = O (n)
and N\

el A, is. bounded below. Let {a,} be a sequence
o’
Iy
of complex numbers such that 2 T is convergent at least
Ap
at one complex s, Put
AmNn
— a.a 2
m-n X% >
O, . B
mz 1 ( >‘m >*’n)
n>1

’

*
\"2 () = \P2 (s) + 2\#2 (s) log X,
-and for D > O and non-negative integers 1, define

8y 1) = - ( )\1'2 (s+D)+( )

*

Y, G - (~1)'(,)\Jf2 (s + 1D).
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Then with a =}, we have, given any positive constant KT
constants K¢ and Kg (which are  effective and positive) such that

Ke
log X

’

Kg>Ky andif p - ,
T+H

L K(i‘{ 0,00 ar)

Ky
T il T ¢
2N
2 "
g e (25)
n=1 >‘n

and moreover the constant ‘implied by the Vinogradov symbol >
is effective. , .
(We have proved (25) under the assumption that if ¢ > §, B(2¢0)
is both > and <€ (0 —}) tal where [ is a positive constant,
ndependent of o).
Remark : Some drastic restrictions seem to be necessary on
| a2
B (2¢) = z 20 and this can be seen as follows.
n=1 X\,
Suppose a, to be defined by

>}
a
— n\2
(@) —2 o | e (z -—;) where @; = 1. In this case
n

n=1

(v <]

X, =n and one can see that (25) is false say for @ = }.

§ 6. A Corollary to Theorem 4.
From Theorem 4 {and using iemma i) we can deduce the
following corollary :
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“Theorem 5 :

Let 1°<X<H’O<>‘1 <>\2<..., )\n = O (n)

and X\ 1 - 2 be bounded below. Suppose that the sequence

o 2

of complex numbers a, is such that B(20 | defined as 2 e
n=1] >‘n

{the assumption involves the convergence of this series) is both

> amd < (725

constant mdependent ofa. Put

a_a 2
T
m31 ANy Ap)
n>1
* - .
Yy () = ¥y () + 2 ¥, (s) log X.
Then given any positive constant K, there exists an effective

positive constant K 10> Ky such that

‘f
Kg max K, HT
‘~X<c<é+h‘

log log X
%
, )

where as usual the implied constant is effective.

+1 1
dr } > (log X) B(l—%—l“(;;},
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§ 7. Application of Theorem 5 to the Final Result :
a
n

a
‘ 2
We now assume that the function F (s) = ( z e )
n=1 >\n

can be continuedine > %, t > % and thete satisfies |F (s) |<

Exp ( (log 1) A ) where Ais a positivc constant, and a, and )\n
satisfy the same conditions as in Theorem 5. We now prove
Theorem 6:
Ler 0 < ¥ < 1 and 10) < (log T)8 < H< T. Then for any
non-negative integer [, we have
T+H

Hj ‘ FD G4 f at> (log i)' B (1+
T :

log H

the constant implied is independent of H and T and is effective.

Remark | : A similar result also holds with } + it replaced
1

log

by o + it where ¢ >}ando —} = o( H). This is clear

from our proof.

1

Remark 2: Theorem 2 follows from this by putting § = ok

2
Theorem 1 follows by writing F (5) = (( YT (s) )k )
in Theorem 2.
Proof of Theorem 6:

By Cauchy’s Theorem it follows that in

1 v
1>15,0 >} + lOgﬂwehave(foro<1’ »\-'l),\F( )(S)ISZ

Exp ( (loz f)24). Let us assume the theorem to be false. Then
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]
it follows thaiin (¢ > } + 5 g & H§<t< T+H—Hi)

wehavch(”) (5) | < HIOO forO < 7 </ 4+ 3. Tosee this
we start with
) 4a + 2

F®) 1 f F wy e(W—=5)

v! 2w (w—s)" + 3

dw (a, large

positive integer constant) where the path of integration is the
boundary of a rectangle, in the aaticlockwise direction. The
rectangle is assumed to contain s in it. By choosing a suitable
rectangle we get the assertion made. Next we start with

I+1

_ (+1)
(dS,H(\#z(s)))X . (X T, T o)
1
T f ¢ (w+s) T (w) dw
Rew = 10
(where¢(s) = F“l + l)(s) X2s and} <o < 1)
_d (+D
= (F ()X )
s )
+ Y f ' (w+s) T (w) dw
1
Rew = _lo—g_]-—l
d (+1) 2s
= u5F X )
1
S 7 f d(w + s)I'" (w)dw
5 1
Rew = Yoy ¥
d (I+1) 2s
=E;(F (s) X )
(s o]
1 1 N 1 Ty
+2'Ri f ¢\o—lo—g-§+1v)l’(—logH+tv—zt)zdv

V= — 20
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, 2
where we have assumed that 0 > 1 + m . Let I'denote the

1
interval 7 + H* <t < T + H —~ H?. We now choose that
o which determines the maximum in the inequality of theorem 5,
By Theorem 5 with X' == H, we have,

[ +1
1 I'+2 1 ld *
g 1) (o2 1) <<Hf St o|a

IH 1+2
<<og l(+)“,dt Hle( )()lm

‘logH I (’-H)( ~ o H)ldt‘

Next we apply Cauchy’s theorem to
S)4a +2 dw

1 4 (w— B
ami f F (w)e 2
‘R‘ :

B(1+

(W — 8)

where ais a large positive integer constant and Rlis the boundary
of a suitable rectangle which contains s in its interior. Let R,

]
be the rectangle with the sides bounded by Rew = ¢ — ——
log H

1
Rew = 100, Imw =t + gHﬁl, Imw =1t — % H? and let us
limit s by saying ¢ should lie in I.

Let J denote the interval 77 4 } Y <tss T+ H-1 HY.
Then we get

Hf’ (s)

<A [ (I,

J
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so that
1 I+1 1 (I+1) ‘
B (1 + ,Ogﬂ)aogm & HJ”F (s) | de

1 ‘(/4.*1) R
-.*Hflf (5_103}{)'(”’
J

Again by a suitable application of Cauchy’s theorem we pass

to the critical line ¢ = L by repeating the argumeats just used.
We obtain,
T+ H
B( \1‘)1 Hl L{ F("l‘)l'z dt
(1+IDgH (Og )<<H ('ﬁ+1) >
T

and this proves Theorem 6.

A Remark : Theorem 6 (and hence theorem 2}, as is -clear
from our arguments, is valid under the following conditions
(instead of (i) in Theorem 2).

® g (2

1) 2¢ is convergent in ¢ > . snoting this

n=1 A

n

sum by B (20 ) we need that B (20) is both >> and & g (¢ — §)
in § < ¢ <1 and g (x) (x > 0) has the following properties.

2) g(x)> » asx — 0.

(3) As x — 0 we have for every positive constant X\,
2(XN x)~ G (X\) gix), where G (\) depends only on X\.

G(N) |
4) at“(i*x) is both > and K I.

5) G(A\)—>0as A\ — =.



References

1. K. Ramachandra, On the freéuency of Titchmarsh's pheno-
menon for { (s), J. London Math. Soc., 8 (1974),
683 - 690.

2. K. Ramachandra, Same title II, Acta Math. Acad. Sci.
Hungaricae, Tomus 30 (1-2) (1977), 7-13.

3. R. Balasubramanian and K. Ramachandra, Same title III,
Proc. Ind. Acad. Sci., 86A, 4 (1977), 341-351.

4. K. Ramachandra, Some remarks on the mean value of the
Riemann zeta-function and other Dirichlet series-I,
Hardy-Ramanujan Journal, Vol- 1 (1978).

5. K. Ramachandra, Some remarks on a theorem of
Montgomery, Journal of Number Theory, Vol. 11 (1979)
465-471.

6. E. C. Titchmarsh, The Theory of the Riemann zeta-function,
Oxford (1951).

{Manuscript Completed in Final Form on 4-3-1979)

School of Mathematics
Tata Institute of Fundamental Research

Homi Bhabha Road, Bombay 400 005.
{India)



