
Hardy-Ramanujan Journal 44 (2021), 116-135 submitted 21/06/2021, accepted 23/09/2021, revised 22/11/2021Hardy-Ramanujan Journal 44 (2021), 116-135 submitted 21/06/2021, accepted 23/09/2021, revised 22/11/2021

Filter integrals for orthogonal polynomials

T.Amdeberhan, Adriana Duncan, Victor H.Moll and Vaishavi Sharma

Dedicated to the memory of Srinivasa Ramanujan

Abstract. Motivated by an expression by Persson and Strang on an integral involving Legendre polynomials, stating that

the square of P2n+1(x)/x integrated over [−1, 1] is always 2, we present analog results for Hermite, Chebyshev, Laguerre and

Gegenbauer polynomials as well as the original Legendre polynomial with even index.
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1. Introduction

Persson and Strang [PeSt03] presented a family of filters, symmetric of even degree n, obtained by
sampling a multiple of the polynomial function x−1Pn+1(x), where Pn(x) is the Legendre polynomial.
In their analysis of the error due to noise, they proved Theorem 1.1 below. The authors commented
that this result was not expected to them.

Theorem 1.1. For all n ∈ N, ∫ 1

−1

(
P2n+1(x)

x

)2

dx = 2. (1.1)

The goal of this note is to present extensions of Theorem 1.1 to other families of orthogonal
polynomials {An(x)}, with weight wA(x). The integrals evaluated here have the form

In(a, b;w) =

∫ b

a

(
An(x)−An(0)

x

)2

wA(x)dx, (1.2)

where the term An(0) is introduced to guarantee convergence of the integral.
The rest of this introduction states our results. The polynomials considered here include Legendre,

Hermite, Chebyshev, Laguerre and Gegenbauer. Some basic properties of each of these polynomials
are in the introduction to the corresponding sections.

Section 2 contains the evaluation complementary to (1.1) for even indexed Legendre polynomials.
The statement is given in terms of

β(n) =

{
0 if n is odd

2−n
(
n
n/2

)
if n is even.

(1.3)

Theorem 1.2. For n ∈ N and Pn the Legendre polynomial,∫ 1

−1

(
Pn(x)− Pn(0)

x

)2

dx = 2
[
1− β2(n)

]
. (1.4)
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Section 3 contains the analog to Theorem 1.2 for Hermite polynomials Hn(x). These form a family
of orthogonal polynomials on R with respect to the weight wH(x) = e−x

2
.

Theorem 1.3. For n ∈ N and Hn the Hermite polynomial, then∫ ∞
−∞

(
Hn(x)−Hn(0)

x

)2

e−x
2
dx =

√
πn!2n+1 [1− β(n)] . (1.5)

Section 4 analyzes the corresponding integral for Chebyshev polynomials of both kinds {Tn} and
{Un}. These are defined by the relations

cos(nx) = Tn(cosx) and
sin((n+ 1)x)

sinx
= Un(cosx). (1.6)

The family {Tn} is orthogonal with respect to the weight (1 − x2)−1/2 and {Un} with respect to
(1− x2)1/2 on the interval [−1, 1].

Theorem 1.4. For n ∈ N,∫ 1

−1

[
Tn(x)− Tn(0)

x

]2 dx√
1− x2

= πn,∫ 1

−1

[
Un(x)− Un(0)

x

]2√
1− x2 dx =

{
πn for n even

π(n+ 1) if n is odd.

Section 5 describes the evaluation of the corresponding integrals for the family of a special case of
the Laguerre polynomials, corresponding to the parameter α being a nonnegative integer. This special
case forms an orthogonal family of polynomials on [0,∞) with the weight function wL(x) = xαe−x.

Theorem 1.5. For n ∈ N, let Lαn(x) be the Laguerre polynomial with α restricted to be a nonnegative
integer. Then, for α = 0, ∫ ∞

0

[
L0
n(x)− L0

n(0)

x

]2

e−x dx = 2n−Hn, (1.7)

where Hn is the harmonic number. For α = 1,∫ ∞
0

[
L1
n(x)− L1

n(0)

x

]2

xe−x dx = −1

2
(3n+ 2)(n+ 1) + (n+ 1)2Hn+1 (1.8)

and for α ≥ 2 integer,∫ ∞
0

[
Lαn(x)− Lαn(0)

x

]2

xαe−x dx = (α− 2)!

(
α+ n

α

)[(
α+ n

n

)
α− 2nα+ α+ 1

α+ 1

]
. (1.9)

Finally, Section 6 discusses the Gegenbauer polynomials C
(a)
n (x). These are defined by the recur-

rence

C(a)
n (x) =

1

n

[
2x(n+ a− 1)C

(a)
n−1(x)− (n+ 2a− 2)C

(a)
n−2(x)

]
, (1.10)

with initial conditions C
(a)
0 (x) = 1 and C

(a)
1 (x) = 2ax. The Gegenbauer polynomials are orthogonal

with respect to the weight (1− x2)a−1/2 and are normalized by∫ 1

−1
[Can(x)]2 (1− x2)a−1/2 dx =

πΓ(n+ 2a)

22a−1n!(n+ a)Γ2(a)
. (1.11)

The corresponding result is:
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Theorem 1.6. For n ∈ N, let Can(x) be the Gegenbauer polynomial. Then

γn(a) =

∫ 1

−1

[
Can(x)− Can(0)

x

]2

(1− x2)a−1/2 dx (1.12)

where

γ2n+1(a) =
πΓ(2a+ 2n+ 1)

22a−2(2n+ 1)!Γ2(a)
(1.13)

for an odd index and, in the case of even index,

γ2n(a) =
πΓ(2a)Γ(a+ n)

22a−3Γ(2n+ 1)Γ3(a)
Xn(a), (1.14)

where Xn(a) is the polynomial

Xn(a) = 22n−1
(
a+ 1

2

)
n
−
(

2n− 1

n− 1

)
(a)n. (1.15)

The last section contains some conjectures on the polynomial Xn(a).

2. The extension of Legendre integrals to even indices

The proof of Theorem 1.1 in [PeSt03] starts with the classical recurrence

(n+ 1)Pn+1(x)− (2n+ 1)xPn(x) + nPn−1(x) = 0 (2.16)

satisfied by the Legendre polynomials. This appears as entry 7.221.1 in [GrRy15]. Divide (2.16) by
x and write n = 2m to obtain

(2m+ 1)
P2m+1(x)

x
− (4m+ 1)P2m(x) + 2m

P2m−1(x)

x
= 0. (2.17)

Since Pk(0) = 0 for k odd, this is a polynomial relation.
Define

cm =

∫ 1

−1

(
P2m−1(x)

x

)2

dx. (2.18)

Square (2.17) and integrate over [−1, 1] to obtain

(2m + 1)2cm+1 = (4m + 1)2

∫ 1

−1
P 2

2m(x) dx − 4m(4m + 1)

∫ 1

−1
P2m(x)

P2m−1(x)

x
dx + 4m2cm.

The integral ∫ 1

−1
P 2

2m(x) dx =
2

4m+ 1
(2.19)

is well-known (see entry 7.221.1 in [GrRy15]). The other integral is zero since P2m−1(x)/x is a
polynomial of degree 2m− 2, so it is orthogonal to P2m(x). It follows that

(2m+ 1)2cm+1 = 2(4m+ 1) + 4m2cm−1. (2.20)

The initial value c1 = 2 shows that c2m+1 = 2 for all m ∈ N.
The goal of this section is to present the result given in Theorem 1.1 for the case of an even index

n. The polynomial Pn does not vanish at x = 0, so it is necessary to modify the integrand slightly.
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Theorem 2.1. For all m ∈ N,∫ 1

−1

(
P2m(x)− P2m(0)

x

)2

dx = 2

[
1− 1

24m

(
2m

m

)2
]
. (2.21)

The proof of this assertion begins with (2.16) for n = 2m+ 1, in the form,

(2m + 2) [P2m+2(x)− P2m+2(0)] − (4m + 3)xP2m+1(x) + (2m + 1) [P2m(x)− P2m(0)] = 0. (2.22)

The contribution of the polynomials at x = 0 vanishes since

− (2m+ 2)P2m+2(0)− (2m+ 1)P2m(0) = 0 (2.23)

in view of

P2m(0) =
(−1)m

(
2m
m

)
22m

. (2.24)

Then (2.22) may be written as

2(m + 1)

[
P2m+2(x)− P2m+2(0)

x

]
= (4m + 3)P2m+1(x) − (2m + 1)

[
P2m(x)− P2m(0)

x

]
. (2.25)

Squaring this relation produces

4(m+ 1)2

[
P2m+2(x)− P2m+2(0)

x

]2

= (4m+ 3)2P 2
2m+1(x)

− 2(4m+ 3)(2m+ 1)P2m+1(x)×
[
P2m(x)− P2m(0)

x

]
+ (2m+ 1)2

[
P2m(x)− P2m(0)

x

]2

. (2.26)

Denote

wm =

∫ 1

−1

[
P2m(x)− P2m(0)

x

]2

dx, (2.27)

integrate (2.26) from x = −1 to +1 and use (2.19)∫ 1

−1
P 2

2m+1(x) dx =
2

4m+ 3
. (2.28)

Also apply the relation ∫ 1

−1
P2m+1(x)×

[
P2m(x)− P2m(0

x

]
dx = 0 (2.29)

coming from the orthogonality of P2m+1(x) and (P2m(x)− P2m(0))/x, the latter being a polynomial
of degree 2m− 1. This proves the next statement.

Lemma 2.2. The integrals wm defined in (2.27) satisfy the recurrence

4(m+ 1)2wm+1 = 2(4m+ 3) + (2m+ 1)2wm, (2.30)

with initial condition w0 = 0.
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The expression for wm in Theorem 2.1 follows directly from Lemma 2.2. Indeed, the solution wm
of (2.30) has the form wm = w

(h)
m + w

(p)
m , where w

(p)
m is a particular solution and w

(h)
m is the general

solution of the homogeneous equation

(2m+ 2)2w
(h)
m+1 = (2m+ 1)2w(h)

m . (2.31)

Since the coefficients of wm+1 and wm in (2.30) have the same degree, one tries as a particular solution

a constant w
(p)
m = C. Replacing in (2.30) yields C = 2. The general solution of the homogeneous

equation (2.31) is obtained by iterating the recurrence to obtain

w(h)
m =

[
[(2m− 1)(2m− 3) · · · 3 · 1

(2m)(2m− 2) · · · 4 · 2

]2

= 2−4m

(
2m

m

)2

(2.32)

up to a scalar. Therefore, the solution of (2.30) has the form

wm = 2 + α2−4m

(
2m

m

)2

. (2.33)

The initial condition w0 = 0 gives α = −2 proving Theorem 2.1.

3. The Hermite case

The Hermite polynomials {Hn(x)} form a family of orthogonal polynomials on R with respect to a
gaussian weight e−x

2
with the normalization condition (appearing as entry 8.959(1).2 in [GrRy15])∫ ∞

−∞
Hn(x)Hm(x)e−x

2
dx =

√
π2nn!δnm (3.34)

where δnm is the Kronecker delta. This family is the so-called physicists Hermite, a second family
with 1

2x
2 instead of x2 in the exponent of the weight also appears in the literature. The latter are

the probabilists Hermite, so one should be careful in checking identities.
As part of a general procedure in extending Theorem 1.1, E. Diekema and T. Koorwinder [DiKo12]

established the next statement.

Theorem 3.1. For all n ∈ N, define

I2n+1 =

∫ ∞
−∞

(
H2n+1(x)

x

)2

e−x
2
dx. (3.35)

Then
I2n+1 =

√
π22n+2(2n+ 1)! (3.36)

The goal of this section is to determine the analog of (3.35) for even indices. Introduce the
notation

I2n =

∫ ∞
−∞

(
H2n(x)−H2n(0)

x

)2

e−x
2
dx, (3.37)

complementary to (3.35). Symbolic evaluation using Mathematica shows that

On =
I2n

22n+1
√
π

(3.38)

is an odd integer sequence, starting with 1, 15, 495, 29295, 2735775. A search in OEIS (the Online
Encyclopedia of Integer Sequences) produced entry A151816. This is how the statement of the next
theorem was obtained.
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Theorem 3.2. For n ∈ N the integral I2n defined in (3.37) is computed by

I2n = 2
√
π(2n)!

[
22n −

(
2n

n

)]
. (3.39)

Note 3.3. The results stated in Theorems 3.1 and 3.2 can be combined as

Ik = 2
√
πk!

[
2k −

{
0 if k is odd(
k
k/2

)
if k is even

}]
. (3.40)

The proof of Theorem 3.2 begins with the recurrence

Hn+1(x) = 2xHn(x)− 2nHn−1(x), (3.41)

listed as entry 8.952.2 in [GrRy15]. Now let n = 2m+ 1 to obtain

H2m+2(x)−H2m+2(0)

x
= 2x

[
H2m+1(x)−H2m+1(0)

x

]
− 2(2m + 1)

[
H2m(x)−H2m(0)

x

]
, (3.42)

where extra terms appearing in the previous identity, namely those with values of Hn(x) at x = 0,
cancel each other using

Hn(0) =

{
0 if n is odd

(−1)n/2 n!
(n/2)! if n is even.

(3.43)

Since H2m+1(0) = 0, (3.42) becomes

H2m+2(x)−H2m+2(0)

x
= 2H2m+1(x) − 2(2m + 1)

[
H2m(x)−H2m(0)

x

]
. (3.44)

Squaring gives[
H2m+2(x)−H2m+2(0)

x

]2

= 4H2
2m+1(x)− 8(2m+ 1)H2m+1(x)

[
H2m(x)−H2m(0)

x

]
+4(2m+ 1)2

[
H2m(x)−H2m(0)

x

]2

.

Now multiply by the weight e−x
2

and integrate over (−∞,∞). The integral coming from the second
term vanishes since the bracketed expression is a polynomial of degree 2m− 1, so it is orthogonal to
H2m+1(x). From the normalization (3.34) one obtains the recurrence

I2m+2 =
√
π(2m+ 1)!22m+3 + 4(2m+ 1)2I2m. (3.45)

This is complemented by the initial data I0 = 0. Motivated by data generated from (3.45), introduce
the auxiliary unknown

Jm =
I2m√

π 22m+1 (2m)!
(3.46)

and reduce (3.45) to
(2m+ 2)Jm+1 = (2m+ 1)Jm + 1 with J0 = 0. (3.47)

Lemma 3.4. The solution to (3.47) is given by

Jm = 1− 2−2m

(
2m

m

)
. (3.48)
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Proof. A particular solution of (3.48) is Jm = 1. The homogeneous part

(2m+ 2)Jm+1 = (2m+ 1)Jm (3.49)

has a general solution

J (h)
m = 2−2m

(
2m

m

)
(3.50)

so that Jm = 1 + αJ
(h)
m for some constant α. The value J0 = 0 gives α = −1. This completes the

proof.

The expression for Jm now gives the evaluation for I2m in Theorem 3.2.

4. The Chebyshev case

The Chebyshev polynomials come in two flavors. The first kind Tn(x), defined by

Tn(cosx) = cos(nx) (4.51)

form an orthogonal family on [−1, 1] with respect to the weight (1− x2)−1/2 and satisfy∫ 1

−1

T 2
n(x) dx√
1− x2

=

{
π if n = 0
π
2 if n 6= 0.

(4.52)

These polynomials satisfy the recurrence Tn+1(x) = 2xTn(x) − Tn−1(x) (for n ≥ 1) with initial
conditions T0(x) = 1 and T1(x) = x.

The Chebyshev polynomials of the second kind Un(x), defined by

Un(cosx) =
sin((n+ 1)x)

sinx
, (4.53)

are orthogonal on [−1, 1] with respect to the weight (1− x2)1/2 normalized by∫ 1

−1
U2
n(x)

√
1− x2 dx =

π

2
. (4.54)

These polynomials satisfy the recurrence Un+1(x) = 2xUn(x) − Un−1(x) (for n ≥ 1) with initial
conditions U0(x) = 1 and U1(x) = 2x. This is the same recurrence as the one satisfied by Tn(x).

The relevant integrals considered in the current work, in the case of Chebyshev polynomials, are
stated next.

Theorem 4.1. For n ∈ N,

In ≡
∫ 1

−1

[
Tn(x)− Tn(0)

x

]2 dx√
1− x2

= πn,

Jn ≡
∫ 1

−1

[
Un(x)− Un(0)

x

]2√
1− x2 dx =

{
πn if n ≡ 0 mod 2

π(n+ 1) if n ≡ 1 mod 2.

Proof. The proof proceeds as before. Square the recurrence for Tn to obtain[
Tn+1(x)− Tn+1(0)

x

]2

= 4T 2
n(x) − 4Tn(x) ·

[
Tn−1(x)− Tn−1(0)

x

]
+

[
Tn−1(x)− Tn−1(0)

x

]2

. (4.55)
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Now divide by
√

1− x2 and integrate over [−1, 1]. The integral coming from the second line above
vanishes since (Tn−1(x) − Tn−1(0))/x is a polynomial of degree n − 2 and thus orthogonal to Tn(x).
With the notation

an =

∫ 1

−1

[
Tn(x)− Tn(0)

x

]2 dx√
1− x2

(4.56)

and the normalization for Tn(x), the recurrence (4.55) yields

an+1 = 2π + an−1 for n > 0. (4.57)

The initial conditions a1 = π and a2 = 2π lead to the result. The proof for Un(x) is similar.

5. The Laguerre case

The Laguerre polynomials Lαn(x) defined by

Lαn(x) =
x−αex

n!

(
d

dx

)n [
xn+αe−x

]
, n = 0, 1, 2, . . . and α > −1 (5.58)

is a one-parameter family of classical orthogonal polynomials. Their explicit formula is given by

Lαn(x) =
n∑
k=0

Γ(α+ n+ 1)

Γ(α+ k + 1)

(−x)k

k! (n− k)!
. (5.59)

The goal of this section is to present the evaluation of the integral

Wn(α) =

∫ ∞
0

[
Lαn(x)− Lαn(0)

x

]2

e−xxα dx (5.60)

with particular emphasis in the case whenα is a nonnegative integer.
A direct computation using (5.59) yields the expression

Wn(α) = (α)2
n+1

 n∑
j=1

n∑
k=1

(−1)j+k
(α)k+j−1

(α)k+1(α)j+1

Γ(α), (5.61)

where (α)n = α(α + 1) · · · (α + n − 1) is the Pochhammer symbol. It is clear from here that the
integral Wn(α) is a rational function of α times Γ(α).

The details given below makes these expressions explicit in the case α is a nonnegative integer.
In this situation, the double sum above can be expressed in terms of more elementary objects. The
discussion is divided into three cases α = 0, α ≥ 2 and α = 1. The placing of α = 1 is simply because
an integral evaluated in the case α ≥ 2 is used in this last case, so it avoid repetitions.

5.A. The special case α = 0.

The Laguerre polynomial, writing Ln(x) = L0
n(x), is

Ln(x) =

n∑
k=0

(−1)k

k!

(
n

k

)
xk (5.62)

as this appears in entry 8.970.1 in [GrRy15].

The goal of this section is dictated by the next theorem.
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Theorem 5.1. For n ∈ N, let Ln(x) be the Laguerre polynomial of special parameter α = 0. Then∫ ∞
0

[
Ln(x)− Ln(0)

x

]2

e−x dx = 2n−Hn (5.63)

where Hn = 1 + 1
2 + · · ·+ 1

n is the harmonic number.

Proof. Square (5.62) to produce[
Ln(x)− Ln(0)

x

]2

=

n∑
k=1

n∑
j=1

(
n

k

)(
n

j

)
(−1)k+j

k!j!
xk+j−2. (5.64)

Now integrate with respect to the weight e−x and with the notation

Bn,k =
n∑
j=1

(−1)j

j

(
n

j

)(
k + j − 2

k − 1

)
(5.65)

write ∫ ∞
0

[
Ln(x)− Ln(0)

x

]2

e−x dx =
n∑
k=1

(−1)k

k

(
n

k

)
Bn,k. (5.66)

The next step is to evaluate Bn,k.

Lemma 5.2. For n ∈ N and Hn the harmonic number,

n∑
k=2

(−1)k

k − 1

(
n

k

)
= n(Hn − 1). (5.67)

Proof. Let αn be the left-hand side of (5.67). Then

αn − αn−1 =

n∑
k=2

(−1)k

k − 1

(
n

k

)
−
n−1∑
k=2

(−1)k

k − 1

(
n− 1

k

)
(5.68)

=
(−1)n

n− 1
+
n−1∑
k=2

(−1)k

k − 1

[(
n

k

)
−
(
n− 1

k

)]

=

n−1∑
`=1

(−1)`+1

`

(
n− 1

`

)
.

Denote this last sum by W and observe that

W =

∫ 1

0

1− (1− s)n−1

s
ds. (5.69)

The change of variables t = 1 − s and expanding the new integrand gives W = Hn−1. Thus,
αn − αn−1 = Hn−1. A direct computation shows that the right-hand side of (5.67) satisfies the same
difference equation and since the initial values match, the identity (5.67) holds for all n ∈ N.

Lemma 5.3. For n ∈ N and Hn the harmonic number,

n∑
k=2

(−1)k

k

(
n

k

)
= n−Hn. (5.70)
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Proof. Let bn be the left-hand side of (5.70). Then

bn − bn−1 =
n∑
k=2

(−1)k

k

(
n

k

)
−
n−1∑
k=2

(−1)k

k

(
n− 1

k

)
(5.71)

=
(−1)n

n
+

n−1∑
k=2

(−1)k

k

[(
n

k

)
−
(
n− 1

k

)]

=

n∑
k=2

(−1)k

k

(
n− 1

k − 1

)
.

Now use
1

k

(
n− 1

k − 1

)
=

1

n

(
n

k

)
to obtain bn − bn−1 =

1

n

n∑
k=2

(−1)k
(
n

k

)
= 1− 1

n
using the fact that the

alternating sum of binomial coefficients vanish. A direct computation shows that n−Hn satisfies the
same difference equation and has the same initial condition as bn. This proves the identity.

Lemma 5.4. For n ∈ N and with the notation in (5.65), Bn,1 = −Hn.

Proof. This follows directly from

Bn,1 =
n∑
j=1

(−1)j

j

(
n

j

)
= bn − n (5.72)

and the result of Lemma 5.3.

Lemma 5.5. For 2 ≤ k ≤ n and with the notation in (5.65), Bn,k = − 1
k−1 .

Proof. Observe that

(k − 1)Bn,k =

n∑
j=1

(−1)j
(
n

j

)(
k + j − 2

j

)
. (5.73)

Replace k by r + 2 and observe that the result to be proven is equivalent to the identity

n∑
j=0

(−1)j
(
n

j

)(
r + j

j

)
= 0, for 0 ≤ r ≤ n− 1 and n ≥ 1. (5.74)

Define

f(x) =
n∑
j=0

(
n

j

)(
r + j

j

)
xj . (5.75)

Then (5.74) is the same as f(−1) = 0. This is established next. The expression

f(x) = 2F1

(
r + 1 − n

1

∣∣∣∣−x) (5.76)

is checked directly by writing

2F1

(
r + 1 − n

1

∣∣∣∣−x) =

∞∑
`=0

(r + 1)`(−n)`
(1)` `!

(−x)` (5.77)

and simplifying the series using

(r + 1)` =
(r + `)!

r!
, (1)` = `! and (−n)` =

{
0 if ` > n

(−1)` n!
(n−`)! if ` ≤ n.
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The value

f(−1) = 2F1

(
r + 1 − n

1

∣∣∣∣1) (5.78)

is seen to vanish using Gauss’ evaluation (see entry 9.122.1 in [GrRy15] and also Theorem 2.2.2 in
[And99])

2F1

(
a b

c

∣∣∣∣1) =
Γ(c)Γ(c− a− b)
Γ(c− a)Γ(c− b)

. (5.79)

The proof of Lemma 5.5 is complete.

The formula (5.66) and the values of Bn,k now produce∫ ∞
0

[
Ln(x)− Ln(0)

x

]2

e−x dx =

n∑
k=1

(−1)k

k

(
n

k

)
Bn,k

= −nBn,1 +

n∑
k=2

(−1)k

k

(
n

k

)
Bn,k

= nHn −
n∑
k=2

(−1)k

k(k − 1)

(
n

k

)
= nHn − (αn − bn)

= 2n−Hn,

as claimed.

The identity (5.74) may also be obtained from two representations of the Jacobi polynomial

P (α,β)
n (x) =

(−1)n

2nn!
(1− x)−α(1 + x)−β

dn

dxn

(
(1− x)n+α(1 + x)n+β

)
=

∑
j

(
n+ α+ β + j

j

)(
n+ α

n− j

)(
x− 1

2

)j
.

Choose α = 0, β = r − n and x = −1. Then (5.74) is recovered from P
(0,n−r)
n (−1) = 0.

5.B. The analysis for α ∈ N with α 6= 1.

The integral

Wn(α) =

∫ ∞
0

[
Lαn(x)− Lαn(0)

x

]2

e−xxa dx (5.80)

is now discussed under the assumption that α is a positive integer, with the restriction α 6= 1,
extending the results for α = 0 given above. The case α = 1 is discussed in the next subsection.

Lemma 5.6. The integral Wn(α) is given by the double sum

Wn(α) =
(n+ α)!2

n!2

n∑
j=1

(−1)j

(α+ j)!

(
n

j

)
Sj(n) (5.81)

where

Sj(n) =
n∑
k=1

(−1)k
(
n

k

)
(α+ j + k − 2)!

(α+ k)!
(5.82)
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Proof. Simply use the expression

Lαn(x) =
n∑
k=0

Γ(α+ n+ 1)(−x)k

Γ(α+ k + 1)k! (n− k)!
(5.83)

in (5.99), expand the square and compute the resulting integrals.

The sums Sj(n) are now evaluated.

Lemma 5.7. The sum S1(α) is given by

S1(α) =

n∑
k=1

(−1)k

α+ k

(
n

k

)
=
n! (α− 1)!

(α+ n)!
− 1

α
. (5.84)

Proof. Integrate the expansion

xα−1(1− x)n =

n∑
k=0

(−1)k
(
n

k

)
xα+k−1 (5.85)

from x = 0 to 1 and use the special value of the beta function∫ 1

0
xα−1(1− x)n dx = B(α, n+ 1) =

(α− 1)!n!

(α+ n+ 1)!
. (5.86)

Now write down the term corresponding to k = 0.

Lemma 5.8. For j ≥ 2, the sum Sj(α) is given by

Sj(α) =
n∑
k=1

(−1)k
(
n

k

)
(α+ j + k − 2)!

(α+ k)!
= −(α+ j − 2)!

α!
. (5.87)

Proof. Observe that

(α+ j + k − 2)!

(α+ k)!
=

j−1∏
t=1

(α+ t+ k) (5.88)

is a polynomial in k of degree j − 2 < n. Differentiating the expansion of (1− x)n and evaluating at
x = 1 shows that

n∑
k=0

(−1)k
(
n

k

)
k` = 0, for 0 ≤ ` ≤ n− 1. (5.89)

Expanding (5.88) and treating the constant term separately gives the result.

The value of Wn(α) in Lemma 5.6 is now written as

Wn(α) = − (n+ α)!2

n!2
n

(α+ 1)!

[
n!(α− 1)!

(α+ n)!
− 1

α

]
− (n+ α)!2

n!2

n∑
j=2

(−1)j

(α+ j)(α+ j − 1)α!

(
n

j

)
. (5.90)

The next step is to evaluate the sum appearing in (5.90).

Lemma 5.9. The identity

n∑
j=0

(−1)j

(α+ j)(α+ j − 1)α!

(
n

j

)
=

(n+ 1)!

(n+ α)!α(α− 1)
, (5.91)

holds.



128 5. The Laguerre case128 5. The Laguerre case

Proof. Write the stated identity in the form
∞∑
j=0

F (n, j) = 1 with

F (n, j) =
(−1)j(n+ α)!

(α+ j)(α+ j − 1)(α− 2)!(n+ 1)!

(
n

j

)
. (5.92)

The automatic methods of the WZ-theory [PWZ96] yields the companion function

G(n, j) =
(−1)j−1(n+ α)!

(α+ j − 1)(α− 2)! (n+ 2)!

(
n

j − 1

)
(5.93)

and the identity
F (n+ 1, j)− F (n, j) = G(n, j + 1)−G(n, j). (5.94)

Summing over j shows that the sum of F (n, j) is independent of n. Direct evaluation at n = 0 shows
this sum is 1.

It follows that the sum in (5.90) is given by

n∑
j=2

(−1)j

(α+ j)(α+ j − 1)α!
=

(n+ 1)!

(α+ n)!α(α− 1)
− 1

α!α(α− 1)
+

n

α!α(α+ 1)
.

An expression for the integral associated to the Laguerre polynomials is presented next,

Theorem 5.10. For α ≥ 2 an integer, the integral

Wn(α) =

∫ ∞
0

[
Lαn(x)− Lαn(0)

x

]2

e−xxa dx (5.95)

is given by

Wn(α) = (α− 2)!

(
α+ n

α

)[(
α+ n

α

)
− 2nα+ α+ 1

α+ 1

]
. (5.96)

Proof. Replace the values for the sums Sj(n) computed before and simplify in the expression in
Lemma 5.6.

Note 5.11. Let (u)r = u(u + 1) · · · (u + r − 1) be the Pochhammer symbol. The explicit expression
in (5.96) shows that the function Vα(n) defined by∫ ∞

0

[
Lαn(x)− Lαn(0)

x

]2

e−xxa dx = Vα(n)(n)α+1, (5.97)

is a polynomial in n, given by

Vα(n) =
1

nα(α− 1)

[(
α+ n

α

)
− 2nα

α+ 1
− 1

]
. (5.98)

5.C. The analysis for α = 1.

The integral

Wn(α) =

∫ ∞
0

[
Lαn(x)− Lαn(0)

x

]2

e−xxα dx (5.99)

is now evaluated when α = 1.
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Start with the identity

Wn(1) =

n∑
k=1

(n+ 1)!2(−1)k

(k + 1)!k!(n− k)!
Sk(n) (5.100)

with

Sk(n) =

n∑
j=1

(−1)j(k + j − 1)!

(j + 1)!j!(n− j)!
, (5.101)

obtained by direct expansion of the integrand in Wn(1).

Lemma 5.12. For 1 ≤ k ≤ n, the sum Sk(n) is given by

Sk(n) = − 1

n!

{
n
n+1 if k = 1

(k − 1)! if k > 1.
(5.102)

Proof. The case k = 1 is equivalent to the identity

n∑
j=0

(−1)j

j + 1

(
n

j

)
=

1

n+ 1
, (5.103)

which follows by direct integration over [0, 1] of the expansion of (1−x)n. The case k ≥ 2 is equivalent
to

n∑
j=0

(−1)j
(
n

j

)
× (k + j − 1)!

(j + 1)!
= 0. (5.104)

This follows from the fact that (k + j − 1)!/(j + 1)! is a polynomial in j of degree k − 2 < n and the
classical value stated in (5.89).

Replacing these values in (5.100) gives, after some simplification,

Wn(1) =
1

2
n2(n+ 1)− (n+ 1)2

n∑
k=2

(−1)k

k(k + 1)

(
n

k

)
. (5.105)

Theorem 5.13. The integral Wn(1) is given by

Wn(1) = −1

2
(3n+ 2)(n+ 1) + (n+ 1)2Hn+1, (5.106)

where Hn+1 is the harmonic number.

Proof. This follows from (5.105) and the value

n∑
k=1

(−1)k

k(k + 1)

(
n

k

)
= 1−Hn+1. (5.107)

This evaluation follows from

n∑
k=1

(−1)k
(
n

k

)
xk+1

k(k + 1)
=

∫ x

0

∫ t

0

(1− x1)n − 1

x1
dx1dt (5.108)

by exchanging the order of integration and using the evaluation of (5.69).
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6. The Gegenbauer case

The Gegenbauer polynomial C
(a)
n (x) is defined by the explicit expression

C(a)
n (x) =

bn2 c∑
k=0

(−1)k
Γ(n− k + a)

Γ(a)k!(n− 2k)!
(2x)n−2k, (6.109)

or by the recurrence

C(a)
n (x) =

1

n

[
2x(n+ a− 1)C

(a)
n−1(x)− (n+ 2a− 2)C

(a)
n−2(x)

]
, (6.110)

with initial conditions C
(a)
0 (x) = 1 and C

(a)
1 (x) = 2ax. The Gegenbauer polynomials are orthogonal

in [−1, 1] with respect to the weight (1− x2)a−1/2 and are normalized by∫ 1

−1
[Can(x)]2 (1− x2)a−1/2 dx =

πΓ(n+ 2a)

22a−1n!(n+ a)Γ2(a)
. (6.111)

The integral discussed in this section is given by

γn(a) =

∫ 1

−1

[
Can(x)− Can(0)

x

]2

(1− x2)a−1/2 dx. (6.112)

Proceeding as in the previous sections one may obtain a recurrence for these integrals.

Lemma 6.1. The integrals γn(a) satisfy the recurrence

γn(a) =
π(n+ a− 1)Γ(n− 1 + 2a)

22a−3nn! Γ2(a)
+

(n+ 2a− 2)2

n2
γn−2(a) (6.113)

with initial conditions

γ0(a) = 0 and γ1(a) =
4a
√
π Γ(a+ 1

2)

Γ(a)
. (6.114)

From the recurrence (6.113), the value γ2m+1(a) is easy to realize. Let n = 2m+ 1 and write the
recurrence as

γ2m+1(a) =
π(2m+ a)Γ(2m+ 2a)

22a−3(2m+ 1) (2m+ 1)! Γ2(a)
+

(2m+ 2a− 1)2

(2m+ 1)2
γ2m−1(a). (6.115)

Proposition 6.2. For m ∈ N odd, the integral γm(a) is given by

γm(a) =
πΓ(2a+m)

22a−2m! Γ2(a)
. (6.116)

Proof. Introduce the new variable um by

um(a) =

(
πΓ(2a+ 2m+ 1)

22a−2(2m+ 1)! Γ2(a)

)−1

γ2m+1(a), (6.117)

and convert (6.115) into

(a+m)(2m+ 1)um(a) = 2m+ a+m(2m+ 2a− 1)um−1(a). (6.118)

An inductive argument now shows that um(a) ≡ 1, proving the assertion.
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The next results present the evaluation of γn(a) for n even. The recurrence (6.113) is now used
to produce data, motivating the scaling

Xn(a) =
Γ(a)(2n)!

4
√
πΓ
(
a+ 1

2

)
(a)n

γ2n(a), (6.119)

where (a)n is the Pochhammer symbol. Then (6.113) yields:

Proposition 6.3. The function Xn(a) satisfies the recurrence

Xn(a) =
2

n
(a+ n− 1)(2n− 1)Xn−1(a) +

(2n+ a− 1)

n
22n−2

(
a+ 1

2

)
n−1

,

with X0(a) = 0. Therefore Xn(a) is a polynomial in a of degree n.

Corollary 6.4. The coefficients of Xn(a) are positive.

A second recurrence for Xn(a) is obtained by eliminating the Pochhammer symbol in the result
of Proposition 6.3.

Proposition 6.5. The polynomials Xn(a) satisfy the recurrence

n(2n+ a− 3)Xn(a) = 2(2n+ a− 2)(4n2 + 4an− 8n− 3a+ 3)Xn−1(a)

−4(a+ n− 2)(2n− 3)(2a+ 2n− 3)(2n+ a− 1)Xn−2(a),

with initial conditions X0(a) = 0 and X1(a) = a+ 1.

The next result gives a zero for the polynomial Xn(a). From the proof one obtains alternative
expressions for this polynomial. In turn, these produce a simpler proof of the theorem below. The
original proof presented here also has pedagogical interest.

Theorem 6.6. The polynomial Xn vanishes at a = −n.

Proof. Introduce the function fn(a) = 2(a+ n− 1)(2n− 1)/n and divide the recurrence for Xn by

n∏
j=1

fj(a) =
(n+ a− 1)!

(a− 1)!

(
2n

n

)
(6.120)

with a! = Γ(a+ 1) for non-integer a. This yields

An(a)−An−1(a) =
(2n+ a− 1)

na

(
2n+2a−2
n+a−1

)(
2n
n

)(
2a
a

) , (6.121)

with An(a) being the quotient of Xn(a) by the product in (6.120). Summing over n gives

Xn(a) =
(n+ a− 1)!

(
2n
n

)
a!
(

2a
a

) n∑
k=1

(2k + a− 1)

k
(

2k
k

) (
2k + 2a− 2

k + a− 1

)
. (6.122)

This can be written as

Xn(a) = (n− 1)!

(
a+ n− 1

n− 1

)(
2n

n

) n∑
k=1

(2k + a− 1)a2

2k2(2k − 1)

(
2a+2k−2

2k−2

)(
a−1+k
k

)2 (6.123)
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and using
(−x+y

y

)
= (−1)y

(
x−1
y

)
gives

Xn(a) =
(−1)n−1

2
(n− 1)!

(
−a− 1

n− 1

)(
2n

n

)
a2

n∑
k=1

(2k + a− 1)

k2(2k − 1)

(−2a−1
2k−2

)(−a
k

)2 .

Using this form of Xn(a) it follows that Xn(−n) = 0 is equivalent to the identity

n∑
k=1

(2k − 1− n)

k2(2k − 1)

(
2n−1
2k−2

)(
n
k

)2 = 0 (6.124)

whose proof is based on the automatic methods developed by H. Wilf and D. Zeilberger [PWZ96].
To this end, denote the summand in (6.124) by

F (n, k) =
(2k − 1− n)

k2(2k − 1)

(
2n−1
2k−2

)(
n
k

)2 (6.125)

and then using the WZ-methodology gives the companion function

G(n, k) =
(k − n− 1)

(
2n−1
2k−2

)
k2
(
n
k

)2 (6.126)

to the effect that
F (n, k) = G(n, k + 1)−G(n, k). (6.127)

Now sum from k = 1 to n and use the values G(n, n+ 1) = G(n, 1) = −1/n to obtain the result.

Note 6.7. The alternative expression for Xn(a) given below follow from elementary manipulations
of those appearing in the previous proof. The formula is written in terms of factorials (with the usual
interpretation
b! = Γ(b+ 1) for b 6∈ N). The formula is

Xn(a) =
1

8

(
2n

n

)
(a+ n− 1)!(
a− 1

2

)
!

n∑
k=1

(2k + a− 1)

(2k − 1)

1(
2k−2
k−1

) (a+ k − 3
2

)
!

(a+ k − 1)!
22k. (6.128)

A simpler expression for Xn(a) is given next.

Theorem 6.8. For n ≥ 1, the polynomial Xn is given by

Xn(a) = 22n−1
(
a+ 1

2

)
n
−
(

2n− 1

n− 1

)
(a)n (6.129)

= 2n−1
n−1∏
k=0

(2a+ 2k + 1)−
(

2n− 1

n− 1

) n−1∏
k=0

(a+ k).

Proof. The formula (6.128) is now written in term of Pochhammer symbols as

Xn(a) =
1

8

(
2n

n

) n∑
k=1

22k

(2k − 1)
(

2k−2
k−1

) [(2k + a− 1)
(
a+ 1

2

)
k−1

(a+ k)n−k

]
. (6.130)

A symbolic evaluation of (6.130), using Mathematica, leads to (6.129). To prove this assertion, simply
verify that the right-hand side satisfies (6.3) for n ≥ 1 and that both sides give a+ 1 at n = 1.
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Some elementary properties of the polynomial Xn(a) can be obtained from (6.129). The first class
of results deal with the coefficients.

Property 6.9. The leading coefficient of Xn(a) is 22n−1 − 1

2

(
2n

n

)
.

Property 6.10. The constant term in Xn(a) is
(2n)!

2n!
.

Property 6.11. The expansion

(x)n =

n∑
j=0

(−1)n−js(n, j)xj , (6.131)

where s(n, j) are the Stirling numbers of the first kind is now replaced in (6.130) to produce an
expression for the coefficients in

Xn(a) =

n∑
r=0

ρn,ra
r (6.132)

in the form

ρn,r = (−1)n2n+1−r

 n∑
j=r

(−1)j2n−j
(
j

r

)
s(n, j)− (−1)r2n

(
2n− 1

n− 1

)
s(n, r)

 (6.133)

Therefore the coefficients ρn,r is an integer.

Corollary 6.12. The coefficients ρn,r are positive integers.

Proof. This follows from (6.133) and Corollary 6.4.

The second type of results relate to the values of Xn. The first statement is another proof of
Theorem 6.6.

Property 6.13. The polynomial Xn(a) vanishes at a = −n.

Proof. This follows from the values(
−n+ 1

2

)
n

= (−1)n
(2n)!

n! 22n
and (−n)n = (−1)nn!,

and (6.129).

Property 6.14. For n ∈ N and 1− n ≤ k ≤ −1, we have

Xn(−k) = (−1)k22n−1
(

1
2

)
k

(
1
2

)
n−k . (6.134)

and they satisfy the symmetry condition

Xn(k − n) = (−1)nXn(−k), for 1 ≤ k ≤ n− 1. (6.135)

Proof. This follows directly from (6.129) and the identities(
k − n+ 1

2

)
n

= (−1)n
(

1
2 − k

)
n

and (k − n)n = (−1)n(−k)n. (6.136)

Property 6.15. All zeros of Xn(a) are real and negative.
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Proof. The value Xn(0), given in Property 6.10, is positive. On the other hand, Property 6.14 shows
that Xn(−1) < 0. Therefore, there is a real zero of Xn(a) in the interval (−1, 0). Property 6.14 shows
that Xn(−1) < 0. The signs of Xn(j) alternate for j = −1, −2, · · · ,−n+ 1 giving a zero in the open
interval (j − 1, j) as shown before for j = 0. This accounts for n − 1 real negative zeros. Property
6.13 shows that there is one more zero exactly at a = −n, for a total of n. Since Xn(a) is of degree
n, these are all of them.

The next statement looks at the polynomial Xn(a) modulo n, when n is prime.

Property 6.16. For q prime
Xq(a) ≡ aq − a mod q. (6.137)

Proof. From 2q−1 ≡ 1 mod q, we obtain

22q−1
(
a+ 1

2

)
q
≡ (2a+ 1)(2a+ 3) · · · (2a+ 2q − 1) mod q. (6.138)

Wolstelholme theorem gives (
2q − 1

q − 1

)
≡ 1 mod q (6.139)

so that

Xq(a) ≡ (2a+ 1)(2a+ 3) · · · (2a+ 2q − 1)− a(a+ 1) · · · (a+ q − 1) mod q. (6.140)

The lists {1, 3, · · · , 2q − 1} and {0, 2, · · · , 2q − 2} are both the same list as {1, · · · , q} modulo q.
Therefore

Xq(a) ≡
q∏
j=1

(2a+ 2j − 1)−
q∏
j=1

(a+ j) (6.141)

≡
q∏
j=1

(2a+ j)−
q∏
j=1

(a+ j)

≡
q∏
j=1

(2a+ 2j)−
q∏
j=1

(a+ j)

≡ (2q − 1)

q∏
j=1

(a+ j)

≡
q∏
j=1

(a+ j),

all congruences being taken modulo q. In the finite field Fq, the polynomial f(a) = aq − a factors
completely with roots 1, 2, · · · , q. Hence

aq − a ≡
q∏

k=1

(a− k) ≡
q∏

k=1

(a+ k) mod q. (6.142)

This completes the proof.

We conclude the discussion on the polynomials Xn(a) with a question based on extensive Mathematica
computations:
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Problem. Define Zn(a) = Xn(a)/(a+ n). Then the family of polynomials {Zn(a)}n≥1 have the inter-
lacing property; that is, the roots of Zn interlace those of Zn−1.

Acknowledgement. The authors wish to thank C. Koutschan for providing the result in Property
6.14. The authors also wish to thank a referee for a question that motivated the results on Laguerre
polynomials presented in Section 5.
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